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Article Info ABSTRACT

Article history: Scientific publication data is sourced from the SINTA website to measure the
. performance of journals, institutions, and researchers in Indonesia. Accessing
Received Mar 24,2024 and analyzing data for institutional needs is restricted, and lecturer
Revised Apr 8, 2025 development patterns based on lecturer characteristics remain untapped. The
Accepted May 10, 2025 study aims to analyze and design business intelligence system models to
measure the performance of scientific publications using dimensional models,
clustering, on-line analytical processing (OLAP), and prototyping. Research
Keywords: methods are carried out through data and information needs analysis, data
warehouse design, data mining and OLAP application, business intelligence
system development, and system evaluation. The resulting dimensional
models are the researcher index model, the researcher score model, the
publication article model, and the research subject model. Measurements of
K-means data size and processing time show that the star schema has data of 336 KB
X-means and a processing time of 0.00554 seconds, is the best model compared to the
snowllake’s schema, which has data of 368 KB and a processing time of
000611 seconds. Davies-Bouldin Index (DBI) measurements show the best
clustering performance is the X-means algorithm with K as many as 5 clusters

(Kmin=3, Kmax=3) and a DBI value of 0.537040.
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1. INTRODUCTION

As a higher education institution, the university strives to enhance lecturer resources by assessing
their research output in scientific publications to improve education quality. Scientific publications serve as
the final stage in disseminating research findings, contributing to problem-solving where no prior solution
exists. According to Indonesian Law No. 14 of 2015, lecturers are required to conduct scientific publications,
with universities setting indicators for research output standards, including publications in accredited national
and reputable international journals, citation impact, and alignment with research roadmaps. University leaders
measure publication performance based on data from indexing institutions such as the Science and Technology
Index (SINTA), Scopus, Web of Science, the Directory of Open Access Journals (DOAIJ), ProQuest, the
ASEAN Citation Index (ACI), Google Scholar, and the Indonesian Publication Index (IPI). The SINTA
platform, managed by the Ministry of Education, provides research performance insights for researchers,
institutions, and journals. However, as SINTA operates as an external system, universities require an
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independent data storage system tailored to internal needs, ensuring better access and analysis for monitoring
lecturers’ scientific publications. The H-index is a bibliometric indicator widely used in academia, research
management, and policy. In simple terms, the H-index combines measures of quantity and impact in one
indicator [1]. The problem in this research is the limited access and analysis of data from the SINTA website,
which is managed by external systems, making itdifficult for higher education institutions to meet their internal
information needs for evaluating the performance of academic publications by lecturers. As a means to resolve
this issue, it is suggested to create a business intelligence system model that ass s the performance of
lecturers’ scientific publications using a dimensional model along with data mining methods, thereby allowing
higher education institutions to efficiently access, analyze, and leverage data to satisfy their internal
information needs. In designing the business intelligence and data mining system model to monitor faculty
scientific publications, there are challenges in determining the best dimensional model between star schema
and snowflake schema, as well as the most optimal clustering algorithm between K-Means and X-means.

Previous studies have explored different aspects of business intelligence systems, though with certain
constraints. Some focused on these systems without comparing dimensional models and data mining
algorithms, while others utilized a single data mining algorithm without examining dimensional model
alternatives. There have also been comparisons of dimensional models without involving data mining, and
research comparing data mining algorithms without incorporating them into a business intelligence system.
This research presents a fresh approach by more comprehensively integrating business intelligence systems
with data mining algorithms. It not only applies data mining techniques but also compares K-means and X-
means to determine the most effective algorithm. Additionally, the study contrasts two major dimensional
models, star schema and snowflakes schema, to identify the best model for evaluating lecturers” scientific
publication performance. The selection of methods in research refers to previous studies that are tailored to the
needs and conditions of the organization, namely comparative research on dimensional model performance
[2]: an optimized hybrid approach for enhancing the extract-transform-load (ETL) process efficiency in a data
warehouse [3]; X-means clustering research using Davies—Bouldin Index (DBI) evaluation [4]; quality
monitoring in higher education with business intelligence dashboards [5]; star-schema research model for
lecturer performance in research activities [6]: K-means clustering approach for analyzing customer electricity
consumption patterns [7]; a study discussing the integration of data mining within business intelligence to
enhance understanding of customer needs [8].

This study focuses on designing an effective business intelligence and data mining system model to
monitor faculty scientific publications. The research has two main objectives, which are to determine the best
dimensional model between star schema and snowflake schema for managing publication data and to identify
the most optimal clustering algorithm between K-means and X-means for accurately and efficiently grouping
publication data. Business intelligence is essential for companies of all sizes, providing valuable insights that
are key to making timely decisions [9]. To remain competitive and achieve success, businesses must develop
analytical strategies that transform these challenges into effective business systems [10]. Business intelligence
is a term that merges architectures, methodologies, applications, analysis tools, databases, and tools to access
data interactively, enable data manipulation, and for analysts and business managers to perform appropriate
analysis [11]. Some of the benefits of using business intelligence are that it helps to view reports independently;
helps to identify waste in the system; helps to identify the strengths and weaknesses of the company; improves
decision-making processes; enables real-time analysis with quick navigation; facilitates sharing and access of
information; provide very fast answers to business questions and problems; provides data visualization so that
itis very easy to read, understand, and interpret [12].

In many industries, business intelligence is now widely regarded as a key driver in understanding
organizational outputs well and measuring them in real-time to make improvements and changes. Business
intelligence as a support in operational and strategic decision-making that can be connected to other
information systems, namely customer relationship management (CRM) marketing, visualization, decision
support systems (DSS)/executive information systems (SIS), data warehouse, knowledge management, data
mining, on-line analytical processing (OLAP), geographic information systems (GIS) [13]. Business
intelligence systems have four main components, namely user interface (e.g., data visualization); business
performance management (BPM); business analytics; and data warehouse [11]. A data warehouse is unified
data from various origins for dimensional data analysis. More technically, a data warehouse is a data collection
with a subject, integrated, non-volatile approach with time variations to support management decisions [14].
The relational design of the data warchouse is represented in a dimensional model consisting of a star schema
and a snowflake schema. The star schema consists of one centralized fact table and dimension tables. In general,
dimension tables in the star schema are not normalized and may contain redundant data. Snowflake schema
avoids redundancy in the star schema through dimensional representations of multiple tables associated with
referential integrity constraints [14].

Smaller data warchouse sizes and shorter query processing times can determine better dimensional
model performance. Small data warehouse size leads to less memory consumption [2]. Data visualization uses
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visual representations to explore, understand, and communicate data. Although the name commonly used is
data visualization, it means information visualization. Information refers to the contextualized, summarized,
and aggre gated form of raw data; thus, what appears in a visualization is information rather than raw data itself.
Data visualization is inherently linked to statistical charts, scientific visuals, and information graphics [11].
Data mining is defined as the automated process of extracting meaningful insights from large-scale data
repositories [15]. This process emphasizes uncovering hidden patterns and relationships to support informed
decision-making [ 16]. The implementation of machine learning in data mining has been widely adopted across
industries such as finance, retail, insurance, and telecommunications [17]. Machine learning in this context is
categorized into four types: reinforcement, semi-supervised, supervised, and unsupervised learning [18]. Data
mining techniques are effective tools to group agricultural product customers based on their purchase behavior
[19]. Clustering algorithms are data mining methods used to identify inherent patterns within data and to
provide a simplified representation of datasets [20]. K-means is a clustering algorithm that organizes data points
into groups by minimizing the distance between each data point and the centroid of its cluster [21].

The K-means algorithm begins by selecting the number of clusters (K), initializing centroids,
assigning data to the nearest centroid, and iteratively updating the centroids. In contrast, X-means extends K-
means by automatically determining the optimal number of clusters based on the bayesian information criterion
(BIC). This method requires setting a minimum (Kmin) and maximum (Kmax) number of clusters, from which
it identifies the best K value. X-means operates in two main stages: Improve-Params, which runs K-means
until convergence, and Improve-Structure, which evaluates whether clusters should be split using BIC.
Validating clustering results is crucial for ensuring reliable application outcomes. Various internal validation
metrics are available, totaling at least twelve, including coefficient of variation nearest neighbor (CVNN),
scattering-density between and within clusters (S_Dbw), scatter density (SD), Xie-Beni index (XB), DBI,
Silhouette coefficient (S), Dunn index (D), I index, Calinski—Harabasz index (CH), Gamma index (T), R-
squared (RS), and root mean square standard deviation (RMSSTD) [22]. Among them, the DBI is commonly
used to assess cluster quality. Cohesion in this context refers to how closely data points are grouped around the
center of their cluster, and optimal clustering is indicated by a DBI value approaching zero [4].

This study aims to design an efficient business intelligence and data mining system model to track
faculty scientific publications, ensuring effective data organization and insightful analysis. It explores the
selection of the most appropriate dimensional model, evaluating the advantages of star schema and snowflake
schema in optimizing data structuring, retrieval speed, and query performance. Additionally, the study seeks
to determine the most effective clustering algorithm, comparing K-means and X-means based on their accuracy
and computational efficiency in categorizing publication data. The research methodology involves a
comparative evaluation of both dimensional models using performance metrics, while clustering techniques
are assessed through validity indices and efficiency analysis. The expected outcome is a scalable and reliable
system that enhances data-driven decision-making, enables comprehensive faculty publication monitoring, and
strengthens research assessment processes within academic institutions.

2. METHOD

This section explains how about the research steps, the data collection and data warehouse design
phase in this research refers to the data warchouse process stages used in the study of massively parallel
processing systems to enhance the scalability of data warchouse processing [23]. The selection of the best
dimensional model between star schema and snowflake schema refers to research on the advantages and
disadvantages of both models [2]. OLAP technology supports the design and examination of complex
multidimensional structures within business data [24]. The business intelligence system integration phase is
adapted from the methodology in the study of business intelligence solutions for online banking companies
[25], while the system evaluation phase uses the system usability scale (SUS) method based on the usability
evaluation of e-Government websites [26]. Figure 1 explains the flow of stages in the research conducted.

2.1. Data and information needs analysis

Qualitative descriptive is used to provide simple and clear explanations of phenomena [27]. This
approach helps explain how business intelligence systems function and support organizational goals. In the
data needs analysis stage, data is identified and collected through observation and document review related to
lecturers’ scientific publications. Secondary data is obtained through data extraction from the university system
and the SINTA website [28]. Web scraping is used to automate data collection into structured formats [29],
making research more efficient [30].
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Figure 1. Stages in the research

2.2. Data warehouse design

This phase includes several steps. The data warehouse model design applies two-dimensional models:
the star schema, consisting of fact and dimension tables, and the snowflake schema, which adds sub-dimension
tables; both are implemented in a database. Data transformation is then carried out from source to target through
ETL processes using specific software. The best dimensional model is selected based on experimental results,
where smaller data sizes and faster query times indicate better performance.

2.3. Application of data mining

The application of data mining through the clustering process of lecturers as researchers involves
several stages. First, clustering is performed using K-means and X-means algorithms based on H-index values
from Scopus, Google Scholar, and Web of Science on the SINTA website, utilizing data mining software.
Then, the best clustering algorithm is selected by comparing the DBI values, which serve as a measure of
cluster validity in clustering methods.

24. Application of OLAP

OLAP cubes facilitate the visualization, exploration, and navigation of data within data warehouses
to enhance business intelligence and forecasting [31]. Alongside business intelligence systems, OLAP supports
multi-perspective analysis through various queries and operations [32]. Its core structure, the OLAP cube, is a
multidimensional model that enables rapid data analysis [11]. OLAP cubes represent data to fulfill
informational needs in decision-making processes.

2.5. Business intelligence system development

The development of a business intelligence system involves the integration of several key
components. A data warchouse functions as the central data source, which is processed by business analytics
tools to generate meaningful information. This information is then presented through a user interface using
data visualizations in the form of dashboards, in accordance with the architecture of the designed business
intelligence system.

2.6. System evaluation

Verification and validation are essential activities in evaluating business intelligence systems.
Verification ensures the system runs without errors and meets predefined specifications by comparing test
outcomes with success indicators. A system passes verification if it functions properly without defects. The
SUS is used as a standard to evaluate usability, offering quantitative metrics for statistically analyzing user
experience [33].

3.  RESULTS AND DISCUSSION

Business Intelligence serve a key tool for organizations in managing open innovation by enabling
data analysis that generates insights and fosters innovation [34]. The business intelligence system developed
in this study consists of integrated components designed to support decision-making through the monitoring
of scientific publication performance. At the core of this system is a data warchouse that functions as a
centralized data source, where raw data is processed using business analytics tools. These tools transform the
data into meaningful information that reflects the research performance of faculty members and study
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programs. The output of this processing is presented through a user-friendly interface in the form of interactive
dashboards. These dashboards are aligned with the principles of business performance management (BPM)
and serve to visualize trends, patterns, and key performance indicators related to scientific publications. The
visual presentation not only enhances accessibility and comprehension for decision-makers but also supports
strategic planning in academic institutions.

In Figure 2, inputs in the scientific publication business intelligence system (SiBIPI) include lecturer
and study program data, researcher indexation, and publication article data. The absence of business
intelligence and data warehouse systems presents physical barriers. Stakeholders such as research institute
officers and heads of study programs act as system users. The system aligns with the university’s vision,
on, research roadmap, and government regulations. SiBIPI aims to improve efficiency, effectiveness, and
optimization, producing outputs like researcher indexes, scores, and publication data, resulting in a functional
prototype. The designed BI system architecture model is illustrated in Figure 3.

Stakeholder. Vision, Mission, Goals, University Government
s Regulation
Heads of Study Programs
v sional Model of
Lecturer and Study
Program Data Dimensional Model of
Researcher Scon
Researcher and : i
dgort Duta Business Intelligence System
Pubii e
Researcher Attribute: Metadata 2 A
Indexation Data Performance: [ml
Publication Article Somer Subet
Data

System
Prototype

Physical Barrier:
No data warehouse and Bl System

Figure 2. Business intelligence system
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Environment
Environment
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University (= Strategy
Database
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{Dashboard)
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Figure 3. Business intelligence system architecture model

3.1. Data and information needs analysis

After identifying the required data and information for designing the business intelligence system,
data collection is conducted on lecturers’ scientific publications sourced from organizational documents,
university databases, and the SINTA website. The data used as a source in the data warehouse includes lecturer
and study program data, researcher data and research subjects, researcher indexation data, and publication
article data. This data serv the foundation for building an effective and structured business intelligence
system that supports institutional goals. Data collection is conducted through extraction from the university
database and the SINTA website using web scraping techniques. Data storage in a data warehouse built on
MySQL can offer effective performance [35]. Web scraping is automated using Python programs, which are
widely used for data processing and extraction tasks [36]. The information needed includes researcher index
data, r cher scores, publication article data, and research subject data, all categorized by lecturers, study
programs, indexers, years, and research roadmaps.
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3.2. Data warehouse design

Data warchouse projects use the ETL method with a predefined schema before storing data, known as
“schema-on-write” [37]. This study’s data warehouse design includes model design, data transformation ETL.,
and model selection. A centralized architecture is applied, with data sourced from databases and spreadsheet
files. The ETL process extracts, transforms, and loads data into the warchouse, which users can access through
an application interface.

The data model design uses two-dimensional models: the star schema and the snowflake schema. The
imensional model design process consists of four steps: selecting business proces establishing grain,
identifying dimensions, and identifying facts [38]. In the scientific publication monitoring process, grain and
dimension identification results in a relationship used to form fact tables. These fact tables are constructed
based on the grain and its related dimensions to support data analysis.

One of the dimensional models designed is the researchers’ score model, which presents researcher
scores based on lecturers, study programs, and clustering through relationships between score facts and related
dimensions. Figure 4(a) show the dimensional score model researchers use the star schema, and Figure 4(b)
show the dimensional score model researchers use the snowflakes schema.

One of the dimensional models designed is the researchers’ score model, which presents researcher
scores based on lecturers, study programs, and clustering through relationships between score facts and related
dimensions. Figure 4(a) show the Dimensional Score model researchers use the Star Schema, and Figure 4(b)
show the Dimensional Score model researchers use the Snowflakes Schema.

dim_cemrold
controid_sk

cluster
¢_h_indes_scopus
_h_indes_gscholae
e_hindex wes

dim_jectarer_rank
hectures_rar

iscore_sk locturer_rank
Jsin_scre_3yr
[dim_ramk_adpusiment
rank_sdjustment_sk
Er—

[dim_study_program

[study_program_sk
Jstudy_program
lcentroid_sk
*

rari_adiustment sk
din_study_program g
snudy_program_sk

study_program

(b)

Figure 4. Dimensional model of researcher score: (a) star schema and (b) snowflakes schema

The ETL process is essential for loading data into the data warehouse, ensuring it meets defined
standards. Various ETL tools support data extraction from different sources and manage initial, historical, and
incremental loading, each with unique structures and functions [39]. In this study, ETL processes for dimension
and fact tables in star and snowflake schema models are handled using Pentaho Data Inte gration. For instance,
the ETL process in the article fact table uses components like table input, add sequence, select values, and table
output.

Various organizations have utilized MySQL to develop extensive database systems [40]. MySQL
software is used as a database management system in a data warehouse. Data on star schema models and
snowflakes schema models are stored in separate databases. Experiments on the same data and results from
applying queries were performed on both dimensional models to find out which model performed better
between the star schema and snowflakes schema in the data warehouse for this case. The query experiments
consist of 4 queries, including information about the index, the score, the published article, and the subject of
research. The total query processing time for the star schema model is 0.00554 seconds, while the total query
processing time for the snowflakes schema model is 0.00611 seconds. A comparison of experimental results
can be seen in Table 1. The comparison between the star schema model and the snowflakes schema in the
experiment shows that the star schema model is the best model chosen because it has a smaller data size of
336 KB and a shorter query processing time of 0.00554 seconds.

Table 1. Comparison of dimensional models
Model dimensional  Total size (KB)  Runtime (sec)
Star schema 336 000554
Snowflakes schema 368 000611

3.3. Application of data mining
The application of data mining aims to group researchers based on H-index values in Scopus, Google
Scholar, and Web of Science. Researchers are grouping by applying two clustering algorithms, namely the
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K-means and X-means algorithms. The data used for clustering is sourced from a data warchouse that has
undergone a transformation process and has been cleaned. K-means and X-means algorithms are used with
clustering (K) as many as 5 clusters at the clustering modeling stage. Grouping is done gradually with K values
ranging from 2, 3,4, and 5. The clustering process uses data mining software. Python programs were used as
data mining software in this study.

Cluster validation using the DBI method on the K-means and X-means algorithms with a grouping
(K) of 5 clusters is calculated during the clustering process using Python programs as data mining software.
Cluster validation results are compared to select the best clustering. Table 2 compares DBI values after the
clustering process. The results of the comparison of DBI values show that the best clustering performance is
the X-means clustering algorithm with optimal grouping (K) of 5 clusters (Kmin=3, Kmax=5) and DBI value
of 0.537040.

Table 2. DBI value comparison

K-means clustering X-means clustering

Kicluster DBl value K Cluster _ DBI value
K=2 0778144 Kmin=2, Kmax=5 4 0.614357
K=3 0682411 5 0.537040
K=4 0655393 Kmin=4, Kmax=5 5 0.553758
K=5 0.734986 Kmin=5, Kmax=5 5 0.747751

34. Application of OLAP

An OLAP cube was developed as a data analysis technique in this business intelligence system to
fulfill functional requirements in delivering essential information. The system includes several OLAP cubes,
such as the researcher index cube, researcher score cube, publication articles cube, and research subject cube.
Specifically, the publication articles cube provides detailed information about published articles, as illustrated
in Figure 5.

articles

L. I A

Lecturer
Total Number of Articles = COUNT(articles)

Figure 5. Publication articles cube

3.5. Business intelligence system development

The business intelligence system design includes components that generate information to measure
scientific publication performance through data visualization dashboards. Power Bl is used to build the system,
enabling detailed data processing and interactive graphical visualization. One example is the researcher score
dashboard, which contains various data visualization elements. The display of the researcher score page in the
developed system is shown in Figure 6.

3.6. System evaluation

System evaluation is carried out to ensure the system is free from errors and can produce outputs
according to user expectations and needs. Verification testing confirms that the system operates based on
predetermined specifications and contains no defects. The test results show that the business intelligence
system was successfully verified. Validation is conducted using the SUS method to assess user satisfaction.
With a SUS score of 86.5, the system falls into the excellent category and is deemed suitable for use.
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3.7. Comparison with related studies

This study sets itself apart by evaluating both dimensional models (star schema and snowflake
schema) and clustering algorithms (K-means and X-means), unlike many previous studies that focused only
on one aspect. Prior research, such as [2], [6], did not comprehensively address both areas. The main strength
of this study lies in its integrated approach, assessing data models, data visualization, and clustering
performance. However, this research does not explore alternative clustering algorithms such as self-organizing
map (SOM), DBSCAN, or K-Medoids. While X-means outperformed K-means, the improvement in clustering
performance was relatively modest, suggesting that further investigation into other clustering techniques could
be valuable.

3.8. Limitations and future work

This study focused on developing a business intelligence and data mining system model to monitor
faculty scientific publications, with an emphasis on identifying the most effective dimensional model and the
best clustering algorithm. The results indicated that the star schema was more efficient for handling publication
data, offering smaller storage requirements and faster query times, while the X-means algorithm outperformed
K-means in terms of clustering accuracy. The findings underscore the importance of this r ch for academic
institutions, as it provides a more streamlined approach to managing and analyzing publication data, aiding in
the evaluation of faculty performance. Nonetheless, further exploration is needed to assess how these models
perform with larger datasets and more complex computing environments. Future studies could investigate
additional factors such as memory and CPU usage, as well as the application of more sophisticated machine
learning algorithms to enhance decision-making and generate deeper insights.

4. CONCLUSION

This study successfully designed a business intelligence and data mining system model to monitor
faculty scientific publications by selecting the most efficient dimensional model and the optimal clustering
algorithm. The findings confirm that the star schema is the superior choice for structuring publication data, as
it minimizes data size (336 KB) and enhances query speed (0.00554 seconds), making it more efficient than
the snowflake schema. Meanwhile, the X-means clustering algorithm outperforms K-means, achieving a lower
DBI (0.537040) and optimal clustering into 5 groups, demonstrating its superiority in accurately classifying
faculty publication data. The adoption of star schema and X-means clustering provides higher education
institutions with a more efficient data processing framework, enabling improved faculty performance
evaluation and data-driven decision-making. This system enhances the analysis of scientific publications,
facilitating better academic resource management and institutional research strategies. Future research should
explore scalability with larger datasets, incorporating additional performance metrics such as memory usage,
CPU consumption, and network load to further validate the best dimensional model for large-scale data
warehouses. Moreover, integrating advanced analytics and machine learning techniques could provide deeper
insights, improving strategic decision-making in academic institutions.
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