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ABSTRACT

Problems arising from suboptimal production planning can cause inventory management to be less effective and efficient in the
company. The lack of integrated presentation of information also causes less efficiency in making decisions. This study aims to obtain
the best kernel function forecasting model by predicting ground rod sales using the Support Vector Regression (SVR) method in order
to determine the level of forecasting accuracy and the results of ground rod forecasting in the future which are presented in an optimal
data visualization. This problem-solving is done with the Support Vector Regression method, which consists of linear kernel functions,
polynomial kernel functions, and radial basis function (RBF) kernel functions with the Grid Search Algorithm. Based on the results of
the best parameter search that has been done using the grid search algorithm, it can be concluded that the best kernel function
forecasting model is a linear kernel function with a value of C = 100 and € = 107, The accuracy of this forecasting model has a MAPE
value of training data and testing data of 2.048% and 1.569%, where this value is the smallest MAPE value compared to the MAPE value
of the other two functions. After getting the best model, forecasting was carried out within five months, obtaining an average of 6,647
monthly pieces. The results of forecasting and historical sales are reviewed in a visualization of Business Intelligence data so that it is
well exposed, where the forecasting shows an increase from every month.

Keywords: Support Vector Regression (SVR), forecasting, grid search algorithm, Kernel functions, business intelligence

INTRODUCTION

In the development of the current technological age, the manufactur'mg industry has been considered one of the
critical factors in developing countries, just like the manufacturing process both domestically and internationally in
the industrial sector that has higher competition in meeting consumer demand with a reasonably volatile market.
Therefore, production and inventory efficiency are critical aspects of the operations of a manufacturing company
that affect overall performance. Demand forecasting plays an important role as a decision-support tool in industrial
system management [1]. This study emphasize effective forecasting supports broader industrial objectives, like
efficiency in resource use and operational sustainability [2]. Efficiency in inventory management is essential to
control production costs and maintain adequate product availability for consumers. In the context of competitive
business and fluctuating markets, manufacturing companies such as XYZ Co. are faced with demands to optimize
their inventory management to achieve market production targets, especially in ground rod products. Demand for

goods by customers tends to change and be uncertain. From 2021 to 2023, it can be seen that sales for ground rod
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Figure 1. Ground rod sales graph in 2021-2023.

products fluctuates, but there tends to be an increase (Figure 1). The company XYZ Co. often finds it difficult to
predict future demand, so this also results in less efficient ground rod stock. Starting from the ineffectiveness of
forecasting methods, the problems resulting from this problem, apart from ineffective inventory stock, also impact

production costs, overtime costs, and raw material ordering costs.

In addition to optimizing inventory management, manufa:turing companies must also be able to produce products
with qualities that follow national standards. This is done so that manufacturing companies are concerned not only
with quantity or quality but because these two things are essential for the company's sustainability. Quality
management is essential for companies because it directly impacts customer satisfaction and loyalty [3]. Thus, the
company has noticed that quality is critical for developing products and services to drive sustainable achievement in
previous research [4]. The sales they get results vary greatly, which means that different subjects are likely to have
different data values for the same variable, and thus, the data values vary from subject to subject, which is the same
as the previous study [5]. These changes in demand significantly affect the ground rod inventory owned by the
company. Determination of ground rod inventory is done by comparing the number of items sold in the last month
with the number of items that came out in the current month. This condition can impact production quality later,
so if too much demand is not as predicted, the performance in producing ground rods will decrease [6]. The
forecasting function is used to forecast the inventory of goods to be more precise based on past and future conditions.
Forecasting is the science of predicting every event that will occur using past or historical data, which is processed
and then projected into the future with a mathematical model [7]. So, based on these problems, this study uses
forecasting methods to predict the inventory of goods that the company must prepare in the future. The method that
can be used in this study is the quantitative forecasting method, which is a forecast based on quantitative data or
mathematical models that vary with past data. In quantitative forecasting methods, there are three types of time-
based forecasting methods, namely long-term (> two years), medium-term (3 months - 2 years), and short-term (0
- 3 months) [8]. In this case study, the forecasting method is the Support Vector Regression (SVR).

Machine learning methods such as Support Vector Regression (SVR) and kernel functions have been proposed to
replace statistical methods in more recent sales predictions [9]. SVR has advantages in handling nonlinear problems
with high dimensions and small samples [10]. It is based on statistical learning theory and structural risk
minimization principles. SVR has become a popular and effective load prediction method in recent years. This is
especially noticeable in research and practice, especially in operational research, where linear optimization

techniques led in operational research are used to find optimal solutions to nonlinear prediction problems in larger-
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dimensional feature spaces [11]. The research used Support Vector Regression; we were able to model prediction
models well for COVID-19 cases [12]. Then research [13][14] was also carried out using the SVR method to predict
exchange rates/currency indices and stock indices so that SVR can be implemented in many objects, one of which is
the sale of XYZ Co. products. This research approach was unique because combines the Support Vector Regression
(SVR), the grid search algorithm, and power business intelligence for visualization data, bringing a new level of

accuracy or efficiency to forecasting that wasn't addressed in previous studies.

This manufacturing company had problems planning Ground Rod production due to the lack of implementation of
the forecasting method used. The company had only used a track record of every demand for ground rod products
in the previous period, where the results still need to be optimal for predicting demand in the future. One of the
impacts caused by this problem is the increase in company costs in providing overtime for employees. This research
was conducted to optimize forecasting methods using support vector regression at XYZ Co. By proposing the
forecasting model used, the company is expected to increase efficiency in ground rod product inventory
management and minimize production costs at XYZ Co. Display visualization, recapitulation and data planning can
also help companies carry out actions and decisions to maintain stability.

Forecasting is a process of forecasting future conditions using data from the past. Demand forecasting is essential
for many companies because it determines production planning, inventory, and many other aspects of operations
[9]. By using demand forecasting, the risks that occur in inventory control can be minimized. Demand forecasting
helps businesses make decisions. The prediction of goal demand is divided into short-term and long-term. Short-
run examples include production policies, pricing, sales controls, and finance, while long-term examples include
determining production capacity [15]. A critical aspect of choosing a forecasting method is to look at patterns from
the observed data. The prediction introduces four kinds of patterns: [16] cyclist pattern, horizontal pattern, trend
pattern, and seasonal pattern. Support Vector Machine (SVM) is a mighty machine learning algorithm developed
for dassification and prediction problems, which works by recognizing patterns through kernel tricks. Due to its
high performance and excellent generalizability compared to other classification methods, SVM methods are widely
used in bioinformatics, text and image recognition, and finance, and one of them is prediction. This method finds
the linear boundary (hyperplane) representing the most significant margin between two classes (labels) in the input
space. This method can be applied not only to linear data but also to nonlinear data by using kernel functions [17].
Although first created to solve classification problems, regression work can also be handled using predictive analytics
[18]. Support Vector Regression is an adaptation of support machine learning based on the classification of
regression models from Support Vector Machine (SVM) [19]. SVR is a method that can solve nonlinear estimation
problems. SVR successfully predicts time series data as well as time series financial data. According to Cortez and
Vapnik [20], SVR uses linear models to be applied to nonlinear classes by mapping the input vector x into a high-
dimensional feature space. SVR works by finding the maximum margin of the hyperplane and looking for the most
minor error. The data closest to the maximum margin of the hyperplane is called the support vector [21]. Suppose
the visualized data plot is feasible or feasible. In that case, a perfect regression will be obtained. However, suppose
there is inappropriateness or € = 0 infeasibility, where several points are out of the range or threshold. In that case,

slack variables ¢ and ¢* will be added to optimize existing errors. This explanation can be seen in Figure 2.
In general, the SVM equation is shown by equation [21]:
fG)=wiol) +b (1)

where w is the weight factor, b is the threshold, and ¢(x) is a function that maps input x into the feature space. To

minimize the defined risk function can be done by estimating the coefficients w and b with the following equation:

mind Il + € 5.6 +£) @
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Figure 2. Support vector regression

Subject to:

Yi—{wolx)}—b<e+§ (3)
wox))+b—y <e+ " (4)
£z 0 (5)

In the equation above, the constant C has the conditions C > 0, which determines the trade-off between the flatness
of the function f and the limit & (epsilon). At the same time, the factor [|w||? is also called regularization [20]. Any
point or coordinate value outside the limit will be multiplied by C. Assigning a significant value of C means
emphasizing the factor's importance over the function's flatness factor. Figure 3 graphically illustrates the situation
by adding slack &*and modifiers £. The slack variable located in the interval will be zero, and the farther the distance
of the slack variable to the limit, the greater the value. Support vectors are points in the training data located exactly
below and outside the boundary line. The smaller the accuracy value, the higher the number of & support vectors,
and the higher the value of the slack modifier.

-\
.

B

Figure 3. Random modifier illustration.

To solve this regression problem, the internal product of equation (1) can be replaced with the kernel function K().
This allows performing such operations in larger dimensions with low-dimensional space data input without

knowing the transformation ¢ [23], as shown in equation (6). These are called kernel functions:
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fl2) =ZX,(a" — ). K(xi %) + b (6)

"The optimal squared problem associated with binder Lagrange @ and @. SVR uses a kernel to connect data to a more
prominent feature space, enabling more structured data processing and more efficient computation. Kernel functions
in SVR have more precision than standard linear SVR in nonlinear regression [22]. This study uses three types of
kernel functions: linear kernels, polynomial kernels, and Radial Basis Function (RBF) kernels. The formula of the

three Kernel functions is as follows [23]:

* Kernel Linear
K(xi,x:-} =x"x 7)
with the pairing of two data in the x;, x; training data

+ Kernel Polynomial
K(xx) =@ g+ D%d>1 (8)
where d is the degree of the required parameter

+ Kernel Radial Basis Function

ORI @

METHODS

Figure 4 explains the stages in this research, which include problem identification, literature studies and field studies,
data collection, data preprocessing, parameter tuning with grid search, SVR forecasting with kernel functions,

validation with MAPE and R?, predicting ground rod requests, and also visualizing data with Power BI.

Problem Identification

At this stage, an identification of the problems to be solved in this research will be identified. This study's problem is
the demand for ground rod products at XYZ Co. This research will forecast sales or demand for ground rods at XYZ
Co. to prevent overtime, additional production costs, or other costs.

Literature Studies and Field Studies

At this stage, several literature reviews will be discussed that support the work of this research. The literature used
includes international journals, books, and national journals that dissect the topics determined in this study. At this
stage, the results are research concepts and methods, namely the SVR method with the Grid Search Algorithm to

find optimal parameters.

Data Collection

At this stage is to collect data. The data collected is ground rod sales data from XYZ Co. from 2021 to 2023.
Preprocessing Data

This stage is the stage after the data is obtained. This stage is the data preprocessing stage, where the data used for
making models, namely XYZ Co. ground rod sales data, will be divided into training data and testing data with a
proportion of 80% of the total observation data for training data and 20% observation data for test data. From the
total data, 36 data, 28 training data, and eight testing data were obtained. Before the separation between test data
and training data, preprocessing was carried out in the form of analyzing raw data by mapping and grouping data
into periods per month, then checking null descriptive data from all ground rod product observation data at XYZ

Co., which was processed using Python language.
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Research Framework
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Figure 4. Research framework

Parameter Tuning with Grid Search Algorithm

The Grid Search algorithm can be used to find the ideal parameters. This Algorithm divides the range of parameters
to be optimized into grids and traverses each point to obtain the ideal parameters. In its applications, various
performance metrics must control grid search algorithms, which are usually measured through cross-validation tests
on training data. Therefore, it is recommended to try several parameter pairs on the SVR hyperplane [26]. The
parameter pair that results in the most accurate cross-validation test is the best. The cross-validation method is used

when selecting model combinations and hyperparameters that automatically validate each combination [26]. The

optimal pair of hyperparameters has the most minor error value and the highest accuracy.
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Table 1. MAPE Descriptions

MAPE Description

< 10% The ability of the forecasting model is excellent
10% - 20%  The ability of the forecasting model is good

20% - 50% 'The ability of the forecasting model is quite decent
> 50% The ability of the forecasting model is terrible

Forecasting and Support Vector Regression

Forecasting uses the Support Vector Regression (SVR) algorithm with kernel functions. SVR is a machine learning
algorithm used for forecasting and classification. Kernel functions convert input data into higher feature spaces to
be separated appropriately. Some commonly used types of kernel functions are linear, polynomial, and radial basis
functions (RBE). This study will determine the kernel functions used in SVR using these three kernel functions in
Equation (7)-(9).

Validation Measurement with MAPE and R*

‘The error is usually calculated using Mean Absolute Deviation (MAD), Mean Squared Error (MSE), and Mean
Absolute Percentage Error (MAPE). The MAPE description is presented in Table 1. Mean absolute error is the
average of the absolute values of forecasting errors. Mean squared error is the average of forecasting errors squared.
The mean absolute percentage error is the percentage of error of experience [27]. However, MAPE will be used in

this study. Here is the equation:

N I 1
MAPE = [n D ] % 100% (10)
where:
e;=F —D, Forecast errors
Fy Forecast value
D, Actual value
t Period

The coefficient of determination (R?) is an accuracy metric that indicates the magnitude of the dependent variable
in the model [26]. It ranges from zero to one or zero to one hundred percent. A good coeflicient of determination is

a value close to one. Here is the equation:

n
RT=1-— Liz1(F-Dp) 11
Ti, (800 (11)

In the study [29], it was further explained as follows:

® R’z 0 means that with linear regression without constraints, R? is non-negative and corresponds to the
square of the double correlation coefficient.

e R’ =0means that the attached line (hyperplane) is horizontal. With two numerical variables, this happens
if the variables are independent of each other (independent) or uncorrelated.

® R’ <0 means that this case is only possible with linear regression when the intercept or slope is delimited
so that the "most suitable” line (given its constraints) is worse than the horizontal line, for example, if the

regression line (hyperplane) does not follow the data. Table 2 shows the categories of R
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Table 2. R® Categories

R Description

075-1 Strong Category
0,50 - 0,75 Moderate Category
0,25-0,50 ‘Weak Category
<0,25 Very Weak Category

Data visualization with Power Business Intelligence (BI)

Business Intelligence (BI) is the application of available mathematical models and data analysis methodologies to
obtain relevant information and knowledge in the face of complex decisions. This system acts as a tool that provides
accurate and valuable information to decision-makers within a speciﬂc time limit, thus supporting the decision-
making process in the dairy industry [30]. Power Bl is a cutting-edge business intelligence and data visualization
platform developed by Microsoft. It empowers organizations and individuals to turn raw data into valuable insights
and visually appealing reports and dashboards [31]. Power BI has advantages in ease of use, integration with various
data sources, and flexibility in creating attractive visualizations. In addition, business intelligence can recognize
unstructured data, improve product quality, and create new opportunities in business strategy [32]. The use of BI
offers several benefits that can speed up decision-making, such as [33] creating dashboards and performance
measurement metrics in the era of automation and acceleration. A focus on business attention on key customers and
channels that drive desired results, measure performance against established performance measurement goals and

can influence management with exclusion strategies.

RESULT AND DISCUSSION

Step 1: Preprocessing Data

After the data is obtained on the observation results, data processing is carried out. The data that serves to create the
model is historical data on sales of XYZ Co. ground rod products, divided into training sets and test sets. The training
data and test data are divided by the proportion of 80% as training data from all observation data and 20% as test
data. For each variable, 28 training data and 8 test data were obtained from a total of 36 data obtained. Training data
has more testing data so that machine learning models can learn, shape, and create the best models [34][35]. Before
the separation between test data and training data, preprocessing was carried out in the form of analyzing raw data
by mapping and grouping data into periods per month, then checking null descriptive data from all ground rod
product observation data at XYZ Co. which was processed using python language which results are presented in
Table 3.

Descriptive statistics provide an overview of the sample under study without concluding based on probability theory.
Descriptive statistics provide a general overview, although the study's primary purpose is inferential statistics.
Descriptive statistics describes a population using tools such as frequency tables, percentages, and other measures
of central tendency such as mean [36]. The information provided in Table 3 is a descriptive statistical table containing
several central measurements such as the amount of data (n), mean, minimum value, maximum value, and standard

deviation. The mean is the arithmetic mean of the sum of the data values divided by the number of observations,

Table 3. Descriptive Statistics

n Mean Minimum Maxsimum Std. Deviation
36 4117.44 2611 5444 898.52
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one measure of central tendency. The standard deviation of a distribution can be used to describe its spread. In other
words, standard deviation expresses how close each observed value is to the mean [37]. The information shows an
interpretation that the most significant ground rod sales over the last three years experienced by XYZ Co. were 5444
pieces in December 2023, while the most miniature ground rods ever experienced by XYZ Co. were 2611 pieces in
January 2021. Then, the average sales of ground rod products from XYZ Co. from 2021 to 2023 were obtained at
4117.4 or around 4117 pieces with a standard deviation of 898.52. Although demand or sales over the past three
years at XYZ Co. are not easy to predict, the company has shown growth in sales of ground rod products over the

last three years.

Step 2: Parameter Tuning with Grid Search Algorithm

Before building a prediction model with the Support Vector Regression (SVR) method, parameter tuning is done to
get optimal parameters for building the model The Grid Search algorithm is used to find the best combination of
parameters by iterating over all possible combinations of predefined parameters [38]. Parameter tuning is carried
out using the core parameters of each SVR algorithm. The process of obtaining optimal parameters of kernel
functions is carried out using the grid search algorithm. In searching for optimal parameters, tuning parameters are
used, which, as SVR input, are the values of C (cost), y (gamma), d (degree), and & (epsilon). SVR parameter search
with a Grid search Algorithm divides the range of parameters to be optimized into grids and across each point to get
the ideal parameter. Parameter tuning is done for each kernel using the Grid search CV function in the sklearn
model selection library in Python software. The grid search must also be readjusted to the kernel that is being used.
In linear kernels, grid search is used in finding optimal parameters of the constants C and ¢ (epsilon). While in the
polynomial kernel, grid search is used to find and optimize parameters with constants C, ¢, and d (degree). Then in
the Radial Basis Function (RBF) kernel, grid search functions as searching and optimizing parameters with constants
C, &, y (gamma). In determining the magnitude of the y parameters influenced from each data point in the input

space mapping to higher dimensions.

The values of the parameters used in the three kernel functions vary. Table 4 describes how the grid search algorithm
is performed in stages. Starting from input in the form of time series data, which is then processed using a grid
search by entering predetermined parameters, then the best parameter search process with ‘gridsearch best
estimator’. After obtaining the optimal parameters, predictions are made with the model (Mi) set to see the value of
the evaluation metric (Mean Absolute Percentage Error). After MAPE validation has been performed and valid, the

model (Mi) is ready to be used as a prediction model. Table 5 shows that in linear kernel functions, the C and &

Table 4. Computational Design Grid Search Algorithm

Algorithm : Algorithm design for grid search to find the best testing models.

Input : training time series (R); testing time series (T)

Output : the best parameters with minimum testing error (BTM)

FindBestTestingModels (R, T)

foreach C e {10, 1, ...,100}; £ € {107, 107, 10'}; ¢ € {107, 107, ..., 10'}; d € {2, 4} do
P < Use the best parameter grid estimator.
M; ¢ Make the i-th model with parameters P
Train M; with R
Fi < Predict using the trained model M;
MAPE, < MAPE between the predicted (F) and the original testing data (F;)
BTMe < add the best model M;
‘— return BTM
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Table 5. Kernel Function Parameter Values

No. Kernel Functions Parameter Hyperplane Parameter Value
1 Kernel Linear C 10,1, 10, 100
£ 104,107 10"
2 Kernel Polynomial C 10°%, 1, 10, 100
£ 10,104 10!
d 2,4
3 Kernel Radial Basis Function (RBF) C 10,1, 10, 100
£ 107,107 10"

10°%,10% 107, 102, 10!

~

parameters used are as high as 10-1, 1, 10, 100 and 10-3, 10-2, 10-1. Then, in the linear kernel function, the
parameters C, &, y, and d used are C = 10-1, 1, 10, 100, then € = 10-3, 10-2, 10-1, and d = 2, 4. Next, in the Radial
Basis Function (RBF) kernel, the parameters C, €, and y used are C = 10-1, 1, 10, 100, € = 10-3, 10-2, 10-1, and y =
10-5, 10-4, 10-3, 10-2, 10-1. Of the various parameters that have been determined, the best parameter search process
will be carried out using the grid search algorithm so that the model can run optimally on each kernel function.

Step 3: MAPE and R* Kernel Function Validation

After tuning the parameters using the grid search algorithm, the next step is to perform and run the model on each
kernel to see which of each prediction will later be selected as the best prediction model. These parameters are passed

into the SVR model in Python. After obtaining the prediction model, the results are interpreted in Table 6.

After searching for the best parameters using the grid search algorithm, it can be seen in Table 4 that the best
parameter results obtained in linear kernel functions are C = 100 and & = 10-3 with MAPE values of training data
and testing data produced are 2.048% and 1.569% [37]. Then, the best parameter results obtained in polynomial
kernel functions are C = 1, £ = 10-3, and d = 2. Training data and testing data produced are 2.705% and 2.430%.
Furthermore, the Radial Basis Function (RBF) kernel function obtained the best parameter results with values of C
=100, & = 10-3, and ¥ = 10-5 training data and testing data produced were 5.777% and 24.917%. Based on the results
of the best parameter search that has been done using the grid search algorithm, it can be concluded that the best
kernel function that can be used as a prediction model is a linear kernel function with a value of C = 100 and £ = 10-
3, which has a MAPE value of training data and testing data by 2.048% and 1.569% where these values are the smallest
MAPE values compared to MAPE values in polynomial kernel functions and radial base function kernel functions.

Therefore, it can be said that linear kernel functions have prediction values with the smallest error rate compared to

Table 6. Best Parameter Values of Kernel Functions

No. Kernel Function Parameter Hyperplane The Best Parameter Value ~ MAPE Value (%)
Training Data  Testing Data

1 Kernel Linear C (cost) 100 2,048 1,569

& (epsilon) 107
2 Kernel Polynomial C (cost) 1 2,705 2,430

& (epsilon) 10°

d (degree) 2
3 Kernel Radial Basis Function C (cost) 100 5,777 24917

(RBF) € (epsilon) 10°
¥ (gamma) 10°
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polynomial kernel functions and RBF kernel functions. Verification using the best prediction model by looking at
the three kernel functions' coefficients of determination (R?). The use or function of the coefficient of the
determination itself is to show the match of the estimated results of a regression model with the data modeled. In
other words, the coefficient of determination (R?) ensures the accuracy of the prediction model in regression analysis.

In the R* calculation process, Python software is needed to calculate metrics from each Kernel function.

Based on Figure 4 and Figure 5, the coefficient of determination (R?) value in each kernel function consists of two
types, namely the value of the coefficient of determination of training data and the value of the coefficient of
determination of testing data. From the two figures, it can be seen that in the training data, the most significant
coeflicient value falls on the linear kernel function, which is 0.975, while the value of the determination coeflicient
on the polynomial kernel function and the linear, radial base function kernel function is 0.964 and 0.858. Then, in
the testing data, the most significant value of the coefficient of determination is also occupied by the linear kernel
function, which is 0.732. At the same time, in the polynomial kernel function and the radial kernel function, the
base function has values of 0.270 and -51.1. The value of the coefficient of determination in the training and test data
shows that the linear kernel function has a better regression model accuracy for prediction than the other two
functions. This is shown in the kernel radial base function, which has a negative coefficient of determination, which

means that there is no influence of the model provided on the data presented [27].
Step 4: Ground Rod Sales Prediction

Using vector regression support and grid search algorithms, the best regression model is obtained, a linear kernel
function model with C = 100 and & = 10°. This model will then predict ground rod sales in the coming period.
Before making predictions, this best model will show the results of the prediction graph both in the training and
testing data, which will be shown in the visualization results in Figure 6 and Figure 7. The actual data and predictions
that have been plotted show the slightest shift in predictions made by the model. This shows that the model can

predict the ground rod sales level that will be used in the next period.

Table 7 shows the forecasting results of the selected regression model. Based on the table, sales or demand for ground
rod products tend to increase, so XYZ Co. must prepare good production planning in order to meet customer
demand. The recommendations for practitioners include using the linear kernel in similar demand forecasting

applications to enhance accuracy and reduce costs.
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Figure 6. Graph of prediction data and actual data on training data training

—— Data Test Actual
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5200 4
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Figure 7. Graph of prediction data and actual data on training data testing

Table 7. Ground Rod Sales Prediction Results for the Next 5 Months

Month Forecast
1 5697
2 6058
3 6593
4 7444
5 7444
Total 33.236

Step 5: Data visualization with Power BI

After getting the best model results, the overall data results at XYZ Co. can be displayed interactively and
interestingly by visualizing Power BL. The goal is that in addition to summarizing the overall results, it can also
display them in an integrated, clear, and exciting way to present. The data visualization this time will be displayed
consisting of the following:
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Sales by Product

Figure 8 explains that the ground rod products sold have several types, including ground rod products with a size of
1.5 meters (Ground Rod PK-AS 5/8 x 1500 mm), ground rods with a size of 2.4 meters (Ground Rod PK-AS 5/8 x
2400 mm), and ground rods with a size of 2.5 meters (Ground Rod PK-AS 5/8 x 2500 mm). The sales of these three
types of ground rod products differ in the overall number sold in 2021 to 2023, for sales of ground rod products with
asize of 1.5 meters (Ground Rod PK-AS 5/8 x 1500 mm) marked in purple has a sales contribution of 33,720 pieces
or around 22.38% of the total sales. As for the sale of ground rods with a size of 2.4 meters (Ground Rod PK-AS 5/8
X 2400 mm) marked in blue has a sales contribution of 80,046 pieces, or around 52.73% of the total sales. Then, the
sale of ground rods with a size of 2.5 meters (Ground Rod PK-AS 5/8 x 2500 mm) marked in pink has a sales
contribution of 37,371 pieces or around 24.88% of the total sales. Thus, for the last three years, ground rod products
with the most significant sales contribution are ground rod products with a size of 2.4 meters (Ground Rod PK-AS
5/8 x 2400 mm). In this dashboard, a filter feature is used both in years and months because this is useful so that
companies can display directly what types of products canbe seen within a certain period to conduct market analyses

to increase profits and evaluation analysis for quality improvements for products that still have a small contribution.
Historical Graph of Ground Rod Product Sales

Figure 9 shows a graph depicting the overall sales of ground rod products from 2021 to 2023. For this dashboard,
several features are used to see and monitor both for a predetermined month scale or year, which helps get
information as needed in the timeline. This dashboard also shows the total results of all ground rod product sales in
the last three years, which amounted to 148,228 pieces.

Ground Rod Product Sales/Demand Chart

Figure 10 shows a dashboard showing forecasting results using the linear kernel function's Support Vector
Regression (SVR) method. As a result, in the next five months, demand for ground rod products tends to increase
from January to May. For the total predicted demand for ground rod products in the next five months, 33,236 pieces
were obtained.

Ground Rod Product Sales Dashboard Monitoring
Figure 11 describes the whole in terms of historical sales and forecasting later sales. In this dashboard, several features

have been summarized from previous dashboards. These features consist of a time filter that can display sales from

(@ Tyantomo Lokhilmahful

DASHBOARD | Vear ¥

PRODUCT Sales by Product
i 33K
(22.38%),
Product
— *Ground Rod P...
22 Dashboard Emun: Rod P..
Ground Red P...
[Z statistics BTr 78K
(24.88%) (FF=fer,
) Report

Figure 8. Dashboard product
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Fig 10. Forecast Dashboard

the cumulative side and the product type sold will appear according to a predetermined time. Then there is a pie
chart that shows sales based on the type of product that has been sold, which can then be seen as the cumulative
total by looking at the display of the "historical demand" feature according to the type of product chosen later.
Furthermore, the lastis an illustration in the form of a graph showing the track record of sales of ground rod products
in the last three years, as well as forecasting of ground rod products in the next five months along with the cuamulative

total of the forecast.

CONCLUSION

‘The prediction model of the linear kernel and grid search algorithms is the most accurate model for XYZ Co.'s
demand forecasting. The model optimizes parameters with MAPE values of training data and testing data. The
proposed data visualization uses Power Business Intelligence software to display any data information. The data
visualization proposal presented is a dashboard that produces several information presentations, including what has
been created. There is a product dashboard that functions to recapitulate ground rod sales displayed based on the
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type of product itself to see the highest contribution in getting the most significant profit. These results can benefit
company production planning and inventory control processes by reducing costs, optimizing resource allocation,

and enhancing overall efficiency.
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