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S. D. Puspa':® J. Riyono!, F. Puspitasari?, F. G. Mamarimbing'

'Department of Mechanical Engineering, Faculty of Industrial Technology,
Universitas Trisakti, Jakarta 11440, Indonesia
’Department of Industrial Engineering, Faculty of Industrial Technology,
Universitas Trisakti, Jakarta 11440, Indonesia

3 Corresponding author: sofia.debi.puspa@ftrisakti.ac.id

Abstract. Crude oil is a vital natural resource needed worldwide and the most demanded commodity. Fluctuating oil prices can
affect a country’s economic conditions e.g., economic growth, inflation rate, money supply, exchange rate and interest rates.
Consequently, statistical forecasting methods are needed for a more accurate prediction in period t to support decision-making.
This study aims to predict crude oil prices during the Covid-19 pandemic and compare the performance of crude oil price
forecasting using the Fuzzy Time Series (FTS) Markov Chain method and Autoregressive Integrated Moving Average (ARIMA)
method. The data used is daily crude oil prices with West Texas Intermediate (WTI) Standard in US$/barrel from March 3, 2020,
to March 31, 2022. Forecasting with the FTS Markov Chain method resulted in a mean absolute percentage error (MAPE) of
2.76%, and root mean square error (RMSE) of 580.3. The best model for ARIMA is ARIMA (0,1,1) which produces MAPE of
3.85% and RMSE 856.7. Due to the MAPE & RMSE values in the FTS Markov Chain method being smaller than the ARIMA
method. Hence, forecasting using the FTS Markov Chain has better performance than the ARIMA method in the forecasting of
crude oil prices during the Covid-19 pandemic.

INTRODUCTION

Coronavirus Disease 2019 (Covid-19) is a new type of virus caused by SARS-Cov-2. The new virus variant is
known to have originated from Wuhan, China and was first discovered in early December 2019 when a patient was
diagnosed with unusual pneumonia [1]. The Covid-19 virus has quickly infected hundreds of countries in the world
and has spread to Asia, Europe, the Middle East, America, and other regions. Resulting that in 2020, the World Health
Organization (WHO) declared that the Covid-19 pandemic was a global pandemic. The Covid-19 pandemic has not
only affected health, but it has also greatly affected the global economy.

Crude oil is a commodity that has an important role in the economy of a country. Crude oil as a vital input is
needed in industrial production processes, especially to generate electricity, run production machines, and transport
products to the market. In addition, oil is also important for sustainable economic and social development. However,
it is clearly seen that during the Covid-19 pandemic, crude oil prices fluctuate. It appeared in Fig 1 that since 2019 the
price of WTI (West Texas Intermediate) crude oil has shown a decline and dipped sharply until April 2020 as a result
of the Covid-19 pandemic. This is due to the limited space for human activity which has an impact on decreasing
demand for crude oil and overproduction [2]. Changes in crude oil prices are not only affected by the Covid-19
pandemic but also influenced by the policies of OPEC (Organization of the Petroleum Exporting Countries) members
and conflicts in crude oil producing countries.
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FIGURE 1. The Development of World Oil Supply and Demand
(Source: www.worldoil.com)

Along with the decreasing number of Covid-19 cases, industrial activity slowly continued to normal until at
the end of 2021 crude oil prices fluctuated and tended to increase in the international market. In the period October -
December 2021, the average oil price reached US$ 77.3 per barrel. The increase in the oil price average in 2021 has
escalated by about 42.2% compared to the oil price average in 2020. Fluctuating changes in oil prices have received
considerable attention in recent decades because they have a significant political impact. Various attempts were made
to explain the behavior of oil prices as well as to see the macroeconomic consequences. In Indonesia, fluctuations in
oil prices have an impact on economic growth over a certain period, domestic inflation, money supply, real exchange
rates, and interest rates [3]. Due to the resulting impact is being very significant, a statistical forecasting method is
needed that can accurately predict crude oil prices during the Covid-19 pandemic.

In this study, oil price forecasting used the Fuzzy Time Series Markov Chain and Autoregressive Integrated
Moving Average (ARIMA) methods. The ARIMA method is a suitable time series data forecasting method where the
method can handle data that is not stationary in variance and mean such as crude oil prices data that moves fluctuating.
ARIMA has been successfully applied at a much larger scale in various fields, mainly due to its easy-to-use concept
and utility algorithm [4]. For the advantages of the Fuzzy Time Series (FTS) method, in previous research conducted
by [5] that the forecasting results using the FTS Markov Chain method has a low error rate and has a high degree of
accuracy.

The fuzzy time series method was first proposed by Song and Chissom by applying fuzzy logic to develop the
basis of fuzzy time series. It is a dynamic process of a linguistic variable where the linguistic value is a fuzzy set [6].
However, based on the results of previous research by Tsaur that the FTS method modified with the Markov chain
concept obtained a better level of accuracy than the FTS without Markov chain. The implementation of the Markov
chain fuzzy time series method was first introduced by Tsaur (2011) in forecasting the Taiwan currency exchange rate
against the dollar [7].

The ARIMA method was discovered by Box and Jenskin (1976). The ARIMA method (p,d, q) where p
represents the order of the autoregressive process (AR), d represents the difference (differencing) and g represents the
order of the moving average (MA) process. Box and Jenkins use ARIMA models for single-variable (univariate) time
series. The steps of the ARIMA method are model identification, parameter estimation, parameter significance testing,
diagnostic checking and forecasting [8].

Based on the described statement, the purpose of this study is to predict crude oil prices during the Covid-19
pandemic and compare the performance of forecasting crude oil prices using the FTS Markov Chain method and the
ARIMA method. Hence, it is hoped that the prediction results can be considered in decision making related to crude
oil prices for the government and economic practitioners. This study is limited to only entering historical data values
from oil prices without the influence of exogenous factors on the model.

080006-2
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DATA AND METHODS

The secondary data used in this study is the daily data of West Texas Intermediate (WTI) standard crude oil
prices during the Covid-19 pandemic, from March 3, 2020, to March 31, 2022. The data is the closing price of crude
oil in units of US$ per barrel and sourced from http://id.investing.com. The total number of data is 547 data with data
excluding holidays.

Fuzzy Time Series

Fuzzy times series (FTS) was first developed by Song & Chissom (1993). Fuzzy time series defines a fuzzy
relation formed by determining logical relationship of training data. FTS is a forecasting method with the concept of
fuzzy logic which can overcome the analysis of data in the form of linguistic value that cannot be handled by classical
time series methods.

Suppose U is a set of the universe, U = {uy, u,, U, ..., U, } then the fuzzy set A of U is defined by Equation (1):

A =fA(u1)+fA(uz)+ _“_l_fA(un) 1)
Uy Uz Un

Where f, is a function member of the fuzzy set A, f,: U — [0,1], f4(u;) indicates the grade of membership of

u; in the fuzzy setAand 1 < i <n [9].

Several definitions of fuzzy time series are [10]:

Definition 1

Suppose X(t) (t = -++,0,1,2,...) is subset of R. Let X(t) be a universe of discourse on a set fuzzy f;(t) (i = 1,2, ...).
If F(t) is set of f;(t) then F(t) is referred to as fuzzy time series on X (t)

Definition 2
If F(t) is due to F(t — 1) and denoted by F(t — 1) —» F(t), it can be written as follows

F(t) = F(t—1)°R(t,t—1) 2)
Where " o " is max-min composition operator. R(t,t — 1) is a fuzzy logical relationship between F(t) and F(t — 1),
and can be expressed by R(t,t — 1) =U;; R; j(t,t — 1) where U is union operator.

Definition 3
Suppose F(t) = A; is caused by F(t — 1) = A;, then the fuzzy logical relationship is defined as 4; > 4;
If there are fuzzy logical relationship obtained from state A, then a transition is made to another state A; where j =
1,2,..,n,as A, = A3, A, = A,, ..., A, = A;; hence the fuzzy logical relationship are grouped into a fuzzy logical
relationship group as:

Ay, = A, Ay Ag 3)

Fuzzy Time Series Markov Chain

Fuzzy Time Series Markov Chain flowchart shown in Fig 2 and the method steps are as follows [7, 9]:

Step 1: Define the universe of discourse U

Determine minimum value D,,;,, and maximum value D,,,, of historical data, then define the universe of discourse
U as follows:

U= [Dmin — Dy, Dipax + DZ] 4

where D; and D, are two positive numbers that determined by researcher
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FIGURE 2. Flowchart of Fuzzy Time Series Markov Chain

Step 2: Calculate the number of fuzzy intervals into several equal length interval
i. Determining the number of class interval using Sturgess Rule in Equation (5):
K=1+(33logN) 5)
where
K : number of intervals
n : amount of data

ii. Determining the length of class interval by Equation (6):
l — [(Dmax"'Dz)_(Dmin_Dl)]
K

(6)
where
l : interval length

Step 3: Defining the fuzzy set 4; in the universe of discourse U. For every fuzzy set 4; (i = 1,2, ..., n) defined in the
number of intervals which have been specified, where A4, A,, ..., A, defined by
A1 = {1/u1 + O.S/uz + 0/u3+. e +0/un}
Az = {0,5/u1 + 1/u2 + O,S/U3+. . +0/un}
Ap = {O/ul ++05/up g + 1/un} (7)
Step 4: Fuzzification of historical data. Fuzzification is a change in the form of real value (crisp) into the form fuzzy
by mapping the real value into fuzzy set that correspond. If a time series data sets are on intervals, u; then the data is

fuzzified into fuzzy set A;.

Step 5: Determining the fuzzy logical relationship and fuzzy logical relationships group (FLRG). Based on Definition
3, fuzzy logical relationship group can be easily obtained.

Step 6: Defining Markov probability transition matrix.

080006-4
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FLRG is utilized to get the probability of the next state. Therefore, we get a Markov transition matrix with
dimension n X n. The transition probability formula can be written as:

Py="05 ij=12,..m ®)

where:

P;; : Probability of transition from state 4; to state 4; by one step
M;; : number of transitions from state 4; to state A; by one step
M; : the quantity of data included in the A; state

The probability matrix state P can be written as follows:

Pll PlZ Pln
L
Pnl PnZ Pnn

where Z}Ll Pj=1

For the matrix P, several definitions as follows:

1. If P;j = 0, then state 4; is accessible from state A;

2. If states A; and A; are accessible to each other, then A; communicates with 4;

Step 7: Define defuzzification forecasting value
To generate forecasting value from the obtained probability matrix then it can be calculated by the rule as following:
1. IfFLRG 4; is empty, (4; — @) then forecasting value is m; that the middle value of u; can be written by
Fit)=m
2. IfFLRG A4; is one to one (assume A; — A where P;; = 0 and Py, = 1,j # k) then the forecasting value is m; the
middle value of u,,
F(t) = mPy = my )

3. IfFLRG A4; is one to many (assume A; = Ay, Ay, ..., Ap;j = 1,2,..m). And if Y (¢t — 1) at time (¢ — 1) which

is on state, A; then the forecasting value is

F(t) = mlel + mszZ + -+ mj_le(j_l) + Y(t — 1)P]} + mj+1Pj(j+1) + -+ mnP}(n) (10)
where:
my, My, ..., my, : the midpoint of uy, uy, ..., u,
Y(t—1) : actual value from state A; at time t — 1

Step 8: Determine the adjustment value to forecasting result. Adjustment forecasting used to review forecasting error.

The adjusting rules for forecasting value is explained as follows:

1. If state A; communicates with A;, starting in state A; at time t — 1 as F(t — 1) = A; and occur an increasing
transition into state A; at time ¢, (i < j), then the adjusting value is determined as:

D= 3) an
where:
[ : interval length
2. If state A; communicates with A;, starting in state A; at time time t — 1 as F(t — 1) = A; and occur a decreasing

transition into state A; at time ¢, (i > j), then the adjusting value is determined as:
l

Dy =—(3) (12)
3. Ifthe current state is in state A; at time t — 1 as F(t — 1) = A;, and occur a jump-forward transition into state A; ¢

attime t, (1 < s < n — i), then the adjusting value is determined as:
Dp=(3)s(A<s<n—1) (13)
where
s : the number of forward transitions

4. 1If the current state is in state A; at time t — 1 as F(t — 1) = A; and occur a jump-backward transition into state
A;_, attime t, (1 < v < i), then the adjusting value is determined as:

080006-5
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DQ=—(QV(1SVSO (14)
where
v : the number of backward transitions

Step 9: Calculate the adjusted forecasting results. In general, for forecasting result F'(t) can be obtained as:
!

FI(®) = F() Dy +Dp = FO £ (3) £ (5)v (15)
Stationary in Time Series Forecasting

In a data, it is possible that the data is not stationary because the mean or variance is not constant, hence, to
eliminate the non-stationarity to the mean, the data can be made close to stationary by using the method of differencing.
The behavior of stationary data includes not having too large variations and tends to approach the mean value, and
vice versa for non-stationary data [11].

1. Stationary in Variance

The data that is not stationary in variance can be transformed. Therefore, the data becomes stationary in

variance by doing a power transformation calculation. Box and Cox in 1964 introduced power transformation as

follows [8]:
Zt -1
Zl = fl A#0
In(Z,), 1=0 (16)

Z, : time series in period t
A transformation parameter

2. Stationary in Mean

The Augmented Dickey-Fuller (ADF) test is one of the tests that can be employed to evaluate the stationary of
time series data in mean. It is to see whether the model obtained has or does not have a unit root. The data that is not
stationary in the mean can be stationary through the process differencing. This test has a regression model as follows:

AZy =06Zp g + X2 VibZiy4q + a; (17)

Hypothesis testing for ADF model is
Hy: p = 0 (Have unit root)
Hy:p # 0 (No unit root)

The null hypothesis is tested by t-statistics which is given by this formula:
5
)

(18)

where

5 : estimated value of parameter &

SE(§) : standard error for estimated value &
Reject Hy if |7| > |Ta;df| or p-value < a [12].

Autoregressive Integrated Moving Average (ARIMA)

Autoregressive Integrated Moving Average is a forecasting method that can predict time series data stationary
in variance and mean. For the data that did not fulfil the stationary, the transformation and differentiation process can
be conducted, then ARIMA method can be used if the data has met stationary. In addition, it takes a lot of object data
to determine the best ARIMA model on the observed object. The ARIMA (p, d, q) model is a univariate time series
that merges the autoregressive (AR) and moving average (MA). The general form of ARIMA (p, d, q) can be written
as [13]:

é,(B)(1 - B)%y, = 04(B)e; (19)
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with
¢p(B) = (1= ¢1(BY) — ¢,(B*) — - =, (BP))
0,(B) = (1 = 6,(B*) — 0,(B*) — -+~ —6,(B))

where

Y, : observation at time t

¢, : AR coefficient on order p

04 : MA coefTicient on order q

& : error at time t

d : degree of differentiation

B : Backshift operator

Forecasting steps for ARIMA method is as follows:
Step 1: Model Identification
The identification of ARIMA model is based on the pattern shown in the auto correlation (ACF) and the partial
correlation (PACF) plot of the data already stationery. Theoretical behavior of ACF and PACF plot is shown on Table
1:

TABLE 1. Theoretical behavior of AR(p), MA(q),

and ARMA(p, q) models on ACF and PACF plots

Model ACF PACF

AR (p) Tails off Cuts off after lag p

MA (q) Cuts off after lag q Tails off
ARMA (p, q9) Tails off and or cuts off  Tails off and or cuts off

Step 2: Parameter Estimation
There are several methods for parameter estimation such as Moment Method, Maximum Likelihood and Least Square
which can be used to estimate the parameters in models [13].

Step 3: Parameter Significance Test
The parameter significance test steps are as follows:
a. The model for parameter significance test:

¢p(B)(1 - B)%y, = eq(B)st (20)
with
¢p(B) = (1 - ¢1(Bl) - ¢2(BZ) e _¢p(Bp))
0,(B) = (1 —6,(B") — 0,(B?) — - —6,(B?))

b. Hypothesis testing for AR model
Hy: ¢, = 0 (Not significant parameter)

Hy: ¢, # 0 (Significant parameter)

Statistical test calculation for AR model is:

_ (¢i-0)
teaic = 55(&’1) (2D
Reject Hy if |tcqic] > t%(n_l)
Hypothesis testing for MA model
Hy: 6, = 0 (Not significant parameter)
Hy: 0, # 0 (Significant parameter)
Statistical test calculation for MA model is:
§1—0

tealc = m (22)

Reject H() if |tcalC| > tﬁ

2(n=1)
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If there is one parameter that is not significant then return to Step 1

Step 4: Diagnostic Checking
Diagnostic checking models are carried out to ensure if the remaining models meet the white noise. The following is
steps of diagnostic checking [14]:
a. Hypothesis testing Ljung Box
H, : there is no residual autocorrelation
H; : there is residual autocorrelation
b. Determine Ljung Box test statistics:

A2
1

+-2 4 +n_K) (23)

Q=nn+2) (n_l
Where:

Q : Ljung-Box Statistics Test

n : number of observation data

K : number of lag observed

ﬁ-z : estimated correlation of residuals on the i-th of the lag with i = 1,2, ..., K

Reject Hy if Q > xfc—p—g)
If there is autocorrelation between the residuals, then return to Step 1

Step 5: Overfitting

Overfitting is applied to get the best model with addition or subtraction of the order of AR (p) and MA (q) parameters
from the tentative model has been obtained. The best model is the model with significant parameter and residual series
that does not have autocorrelation.

Step 6: Selection of ARIMA Model
The selection of the best ARIMA model is minimize the information criteria such as Akaike Information Criterion
(AIC) value.
AIC =nlng2+2(p+q+1) (24)
62 = SSE/n (25

However, it is known that for the autoregressive model, the AIC criterion does not gives a consistent order of p,
hence for comparison using other information criteria such as Schwarzt Bayesian Information Criterion (SBC)
SBC =nIné?+ (p+q+1)Inn (26)

Model Selection Criteria

The selection of the best model is by comparing the error values forecasting of the method used. A method is
better compared to other methods if the forecast error value is produced smaller.

If Z,,Z,,..,Z, state the whole data, and in sample data can be stated as
71,25, o, Z, m < 0. If the adjusted value is Z;, Z,, ..., Zm, m < n, the value of MSE, RMSE and MAD for in sample
data defined as [15].

m Zi_Zi

MSE =Y, —, m<n 27
RMSE = [ym 2% m<n (28)
MAD =37, B2 m < (29)
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Furthermore, the accuracy models can be also measured by Mean Absolute Percentage Error (MAPE) with the

following formula [13]

Ac—Ft
Ag

MAPE = -3, (30)

where:
A; : Actual data value at period t
F; : Forecast data value at period t
n : the number of data
TABLE 2. MAPE Value Interpretation

MAPE Judgment of Forecast Accuracy
<10% Highly Accurate

10%< MAPE< 20% Good Forecast

20%< MAPE< 50% Reasonable Forecast
= 50% Inaccurate Forecast

The smaller the MAPE value, the better the model. Table 2 shows a scale to assess the accuracy of a model
based on MAPE value was developed by Lewis (1982) [16]. Root Mean Square Error (RMSE) is the magnitude of
the prediction error rate, where the smaller (closer to 0) the RMSE value, the more accurate the prediction results will
be. In this study, the model selection criteria used are Mean Absolute Percentage Error (MAPE) and Root Mean
Squared Error (RMSE).

RESULTS

Data Description

Table 3 shows that the average price of crude oil is US$58.68 per barrel with spread data of US$21.92 per
barrel from the average. The lowest price was US$ -37.63 per barrel, while the highest price was US$123.7 per barrel.
Skewness shows a positive value of 0.077 or the values are concentrated on the right side (located to the right of M,)).
Thereby, the curve has a tail that extends to the right or the curve skews to the right. Then, with a kurtosis value of
less than 3 which is 0.159 then it can be said to be a Platykurtic curve. And Fig 3 shows a time series of crude oil
prices for the period March 3, 2020 — March 31, 2022.

TABLE 3. Descriptive Statistics

N 547
Mean Value 58.68
Standard Deviation 21.92
Minimum Value -37.63
Maximum Value 123.70
Skewness 0.077
Kurtosis 0.159
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FIGURE 3. Time Series Plot
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Fuzzy Time Series Markov Chain Forecasting Analysis

Step 1: Define the universe of discourse U
Based on historical data obtained the minimum value D,,,;;, = —37.63 and maximum value D,,,,, = 123.70 with
D; = 0,37 and D, = 0,3 which has been determined by the researcher hence U = [—38, 124]

Step 2: Specifying Class Interval
a. Determine the number of class intervals
The calculation of the number of class intervals is determined by using Sturgess Rule and obtained
K =1+ (33logN)
K =1+ (3,3log547)
K =10,035 = 10

b. Determine the length of the class interval
[ = [(PmaxtD2)—(Dmin—D1)]

K
(123.7+40,3)-(-37.63—0,37)]
10

1=
l=16.2=16

Furthermore, divide the universe of discourse U into several partitions according to the number of class intervals,
which is 10 and the length of the class interval is 16. Hence the interval and the middle interval can be seen in Table
5.

TABLE 4. Class Interval and Middle Value Interval

Interval Middle Value Interval

u, = [-38,-21.8] —29.9
u, = [-21.8,-5.6] —13.7
uz = [—5.6,10.6] 2.5

u, = [10.6,26.8] 18.7
us = [26.8,43] 34.9
ug = [43,59.2] 51,1
u, = [59.2,75.4] 67.3
ug = [75.4,91.6] 83.5
ug = [91.6,107.8] 99.7
U, = [107.8,124] 115.9

Step 3: Fuzzification of actual data
Based on the fuzzy set that has been formed, where the oil price data is converted into the form of linguistic
values. The results of fuzzification are notated into linguistic numbers can be seen in Table 5.

TABLE 5. Crude Oil Price Data Fuzzification

Date Actual Data (Y,) Interval Fuzzification
03/03/2020 47.18 ug = [43,59.2] Ag
04/03/2020 46.78 ug = [43,59.2] Ag
05/03/2020 45.90 ug = [43,59.2] Ag
06/03/2020 41.28 us = [26.8,43] As
07/03/2020 31.13 us = [26.8,43] As
30/03/2022 107.82 Uyo = [107.8,124] Ao
31/03/2022 100.28 Us = [91.6,107.8] Aqg
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Step 4: Determining the Fuzzy Logical Relationship and Fuzzy Logical Relationships Group (FLRG).

In Table 6 is shown Fuzzy Logical Relationship (FLR) which is the relationship between each data to the next data in
the form of a fuzzy set based on the determination of fuzzification. After obtaining the FLR, then the FLRG is
determined which is the grouping of each state transfer namely the current state and the next state.

TABLE 6. Fuzzy Logical Relationship (FLR)

Data Order FLR
1-2 Ag - Ag
2-3 A = Aq
3-4 Ag = Ag
4-5 Ag = Ag
5-6 Ag = Ag

545 — 546 Ay = Ag

546 — 547 Ag - Ag

Step 5: Defining Markov probability transition matrix.
The transition probability matrix in this study is 10 X 10 because, in Step 1, the number of class intervals is 10. The
following is the transition probability matrix:

r0.857 0.142
0.040 0.800

0 0.267
0

SO OO O OO
O O OO OO

0
0.160
0.600
0.016
0.011

0

oS O OO

0.029 0.941 0.029
0 0.867 0.133 0
0.059 0.871 0.071 0
0.067 0.892 0.041

o O O

0

0 0
0 0
0.133 0
0.812 0.172
0.105 0.863 0.021
0
0 0
0 0
0 0
0 0

0
0
0

o O oo

0

0
0

S OO oo

0

0

SO OO OO
[=leloloNoloNel

0.086 0.914

Step 6: Define defuzzification and determine the adjustment value to forecasting result. After the transition probability
matrix is formed, the next step is the calculation process for forecasting and defuzzification of the previously obtained
FLRG. Before determining the forecasting results, the Markov chain fuzzy time series method has a step to adjust the
forecasting results for each relationship between the current state and the next state.

Step 7: Determine the adjusted forecasting
After the adjustment value is obtained, then the forecasting results are determined which have been adjusted can be

seen in Table 7.

TABLE 7. Adjusted Forecasting Results

Date Actual Initial Adjustment Final
Data (Y,) Forecasting Value Forecasting
(Fp) (F'p)
03/03/2020 47.18 - - -
04/03/2020 46.78 45921 0 45921
05/03/2020 45.90 45.575 0 45.575
06/03/2020 41.28 46.244 -2 44.816
07/03/2020 31.13 36.338 -4 32.828
08/03/2020 34.36 32.233 1 33.177
30/03/2022 107.82 105.598 0 105.598
31/03/2022 100.28 100.043 0 100.043
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FIGURE 4. Plot Using FTS Markov Chain

The Fuzzy Time Series Markov Chain method has a very good performance in forecasting crude oil prices
during the Covid-19 pandemic. This is indicated by the resulting MAPE value of 2.76% (less than 10%) and RMSE
580.3 on daily data for March 2020 - March 2022. This is supported by the similarity plot between the forecast data
and the actual data as presented in Fig 4. And the results of forecasting crude oil prices for the next 5 consecutive days
period (April 1% -7, 2022) are US$99.83, US$105.12, US$101.89, US$98.31, US$96.93 (per barrel).

ARIMA Forecasting Analysis

In time series analysis, stationarity is required to minimize model errors in order to get the best model. The
first step to determine the stationarity of the data is to make a time series plot. From Fig 3 it is obtained that the data
is not stationary due to the fluctuating data where the data is not around a constant mean or on average does not form
an almost horizontal trend.

In addition, the stationarity of the data can be determined by the unit root test using the Augmented Dickey
Fuller (ADF) test. The unit root test hypothesis is:

Hy: p = 0 (There is a unit root)
H;: p # 0 (No unit root)

Augmented Dickey-Fuller Test

data: price
Dickey-Fuller = -3.0149, Lag order = 7, p-value = 0.1487
alternative hypothesis: stationary

FIGURE 5. Unit Root Test Result with ADF Test

From Fig 5 above obtained p-value, 0.1487 is greater than & = 0,05 then accept H, so that it can be said that
there is a unit root which means the data is not stationary. Therefore, a differencing process is needed which was
previously carried out by the natural logarithm transformation process on 547 crude oil price data during the Covid-
19 pandemic hence the data becomes stationary with respect to the mean and variance.

Furthermore, the natural logarithm transformation process and differencing process are carried out. And from
Fig 6 it is obtained that the data is stationary at the first difference level, thus indicating the value of d = 1. To
strengthen the existence of stationary data, Fig 7 shows the results of the ADF test with the data from the logarithmic
differencing process. The p-value obtained from the unit root test results is 0.01 < 0.05 (a) so that H, is rejected,
which means that there is no unit root so that the data is stationary.
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FIGURE 6. The Result of Differencing-Natural Logarithm Plot

Augmented Dickey-Fuller Test

data: Differencing_Data$Diff1l
Dickey-Fuller = -7.6654, Lag order = 7, p-value = 0.01
alternative hypothesis: stationary

FIGURE 7. The Result of Differencing-Natural Logarithm by Using ADF Test

This is also in line with the ACF plot and PACF plot where there are no more than 3 lags that come out of the
confidence interval shown in Fig 8(a) & 8(b). Because of the time series data has met the stationary requirements.
Therefore, forecasting can be done and there is no need to do further differencing (second order differencing).

Autocorrelation Function for Diffl Partial Autocorrelation Function for Diff1
(with 5% significance limits for the autocorrelations) (with 5% significance limits for the partial autocorrelations)
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FIGURE 8. (a) ACF Plot & (b) PACF Plot After Natural Logarithm Differencing Process

After pre-processing the data, the next step is to identify and estimate the best ARIMA model from the results
of the transformation and differencing processes. Based on the analysis of the order correlogram on the Auto
Regressive (p) PACEF plot in Fig 8 (b), the significant order is lag 18 and from Fig 8 (b) the ACF plot also shows that
the significant order in the Moving Average (q) is lag 18. Significant order is obtained by considering the outgoing
correlogram. of confidence intervals. So, the models estimated on crude oil price data during the Covid-19 pandemic
are ARIMA (1,1,0), ARIMA (0,1,1), and ARIMA (1,1,1).

Furthermore, the parameters selected into the model are if the p-value or significance value for each parameter
is less than a (0,05). The hypothesis used is as follows:

H,: Parameters are not significant in the model
H,: Significant parameters in the model

The results of the significance test on the three ARIMA models estimated in Table 8 show that only ARIMA
(0,1,1) has significant parameters where p-value MA (1) is 0.023 less than a (0.05) then reject H, which means only
ARIMA model (0,1,1) has significant parameters in the model. Furthermore, the selection of the best model is also
carried out by analyzing the Akaike information criterion (AIC), Schwarz information criterion (SIC) and Hannan-
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Quinn criterion (HQC). Table 8 shows that the AIC, SIC and HQC values in ARIMA (0,1,1) have the lowest values
compared to other ARIMA models. In addition, the MSE value on ARIMA (0,1,1) is also the lowest, so it can be said
that ARIMA (0,1,1) is the best model to use on crude oil price data during the Covid-19 pandemic.

TABLE 8. ARIMA Model Estimation

Model/ Variable p-value MSE AIC SIC HQC
Parameter
ARIMA (1,1,0) AR (1) 0.058 2.83 3.750 3.776  3.760
Constant 0.459
ARIMA (0,1,1) MA (1) 0.023 247 3.689 3.694 3.690
Constant 0.400

ARIMA (1,1,1) AR (1) 0.246 278  3.723 3.741 3.753
MA (1) 0.812
Constant 0.427

TABLE 9. Diagnostic Checking

Lag p-value Decision
12 0.392 white noise
24 0.299 white noise
36 0.618 white noise
48 0.656 white noise

To obtain the best ARIMA model, diagnostic checking includes white noise and normal distribution of
residuals. The white noise test with the null hypothesis is that there is no residual correlation between lags. Table 9
shows the p-value by Ljung Box Statistics for ARIMA (0,1,1). From Table 9 the value of all p-values at lags to 12,
24, 36 and 46 is more than a (0.05) so accept H,, that the residuals do not contain autocorrelations or white noise. This
is reinforced through the residual ACF and PACF correlograms, in Fig 9 it is shown that probability > a (0.05) which

resulting the white noise model.
Q-statistic probabilites adjusted for 1 ARMA term

Autocorrelation Partial Corelation AC PAC Q-Stat Prob
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FIGURE 9. The Output of ACF and PACF Plot for Residual Autocorrelation Test

Normality testing was carried out using the Kolmogorov-Smirnov test with the null hypothesis is the residuals
are normally distributed. The residual is normally distributed if the p-value is more than a with a value is 0.05.

The results of the normality test using the Kolmogorov-Smirnov test showed that the p-value in ARIMA (0,1,1)
residual probability plot has a value of more than 0.120. Hence, it can be said that the residuals in the model are
normally distributed. Due to the model satisfies the white noise test and has a normal distribution of error, the ARIMA
model (0,1,1) is the best model so that it can proceed to the next stage, which is forecasting.

The best model used is ARIMA (0,1,1) with constants written in the form of an equation, the following model
is obtained:

(1 - B)Y, = 0.0587 + 0.0293¢,_, 31)
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where ¥, = InZ, , then the forecast value for Z, is
) Zy = exp(Yt) (32)
where Z,; : crude oil price prediction

MAPE & RMSE resulting from the ARIMA method are 3.85% and 856.7 which shows that ARIMA
performance is highly accurate. Fig 10 shows a plot between the predicted and actual values using the ARIMA method.
Table 10 shows the prediction results by using the ARIMA Model (0,1,1) for the next 5 consecutive days period (April
1t -7t 2022):
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FIGURE 10. Plot Using ARIMA Method
TABLE 10. Crude Oil Prices (Confidence Interval 95%)
Date Crude Oil Prices (USS$ per barrel)
Prediction  The Lowest Prediction  The Highest Prediction
04/01/2022 100.831 94.285 108.364
04/04/2022 102.976 96.199 109.752
04/05/2022 100.598 93.287 108.451
04/06/2022 95.711 91.143 105.639
04/07/2022 95.832 92.547 107.433

Comparison Forecasting Methods

Comparison of forecasting accuracy can be done visually and analytically. A comparison of forecasting
accuracy visually is done by comparing the estimated value and the actual value using a time series plot. While the
comparison of the accuracy of forecasting time series data analytically is done by comparing the forecasting error
values between methods. The comparison of the forecasting results of the ARIMA and Fuzzy Time Series (FTS)
Markov Chain methods visually on the crude oil price data is done by comparing the plots of the actual value and the
forecast value of crude oil prices as presented in Fig 11. Based on Fig 11, the forecast value plot of the FTS Markov
Chain method is more similar or closer to the actual value pattern when compared to the ARIMA method, which
means that forecasting using the FTS Markov Chain method is better than the ARIMA method on the data as many as
547 observations.
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FIGURE 11. Actual Data & Forecasted Data Plots Using FTS Markov Chain & ARIMA Methods

Analytically, the comparison of forecasting accuracy in this study is conducted by using MAPE and RMSE
values as a measure of forecasting error. The MAPE value obtained by the FTS Markov Chain method is 2.76% and
the RMSE is 580.3. While the MAPE value generated by the ARIMA method is 3.85% and RMSE is 856.7. Due to
the MAPE and RMSE values in the FTS Markov Chain method are smaller than the ARIMA method, it shows that
the FTS Markov Chain method works better than the ARIMA method to forecast crude oil price data during the Covid-
19 pandemic for the 2020-2022 period. The results visually and analytically yield the same conclusion that the FTS
Markov Chain method has better performance than the ARIMA method. The results of forecasting time series data on
crude oil prices during the Covid-19 pandemic using the FTS Markov chain method and the ARIMA method alongside
the MAPE and RMSE values can be seen in Table 11.

TABLE 11. Comparison of Actual Data with Predicted Data for Crude Oil Prices
Crude Oil Prices (US$ per barrel)

Date  — val Data (Y,) FTS Markov Chain __ ARIMA
03/03/2020 47.18 - -
04/03/2020 46,78 45.921 47.238
05/03/2020 45,90 45.575 46.852
06/03/2020 4128 44.816 45.986
07/03/2020 31,13 32.828 41.477
08/03/2020 34,36 33.177 31.492
30/03/2022 107.82 105.598 104.182
31/03/2022 100.28 100.043 107.364

MAPE 2.76% 3.85%
RMSE 580.3 856.7
CONCLUSION

This study aims to predict crude oil prices during the Covid-19 pandemic and compare the performance of
crude oil price forecasting by using the Fuzzy Time Series (FTS) Markov Chain method and Autoregressive Integrated
Moving Average (ARIMA) method. The data used is daily data on the crude oil prices with West Texas Intermediate
(WTI) Standard in US$/barrel for the period March 3, 2020 — March 31, 2022. The Fuzzy Time Series Markov Chain
method has an excellent performance in forecasting crude oil prices during the Covid-19 pandemic. This is indicated
by the resulting MAPE value of 2.76% (less than 10%) and RMSE 580.3 on daily data for March 2020 - March 2022.
ARIMA model (0,1,1) with constants is the best ARIMA model for modeling actual data on crude oil prices for the
period of March 2020 - March 2022 during the Covid-19 pandemic so that this model can be used for prediction of
future world crude oil prices Covid-19 pandemic. MAPE of this model is 3.85% and RMSE is 856.7. Based on a
visual and analytical comparison, it can be concluded that the Fuzzy Time Series Markov Chain method works better
than the ARIMA method in forecasting crude oil prices during the Covid-19 pandemic on period March 2020 - March
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2022. These results have several important implications for Indonesia, especially on policy recommendations and
economic development due to changes in oil prices that have an impact on several sectors.
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Abstract. Crude oil is a vital natural resource needed worldwide and the most demanded commodity . Fluctuaing ol prices can
affect a country’s economic conditions e.g., economic growth, mflution rie, money supply, eschange mte and interest rutes.
Consequently , statistical forecasting methods are needed for a more accurate predicton m penod ¢ to support decision-making,
This study aims to predict crude oil prices during the Covid-19 pandemic and compare the performance of crode oil price
forecastg using the Fuzzy Time Serws (FTS) Markov Chamn method and Auntore gressive Integrated Moving Average (ARIM A )
method. The data used is daily crude oil prices with West Texas Intermediate (WTT) Standard m U S&barrel from M arch 3, 2020,
to March 31, 2022, Forecasting with the FTS Markov Cham method resulted in a mean absolute percentage emwor (MAPE) of
2.76%. and root mean square error (RMSE) of 580.3. The best model for ARIMA is ARIMA (0.1.1) which produces MAPE of
3.85% md RMSE 856.7. Due te the MAPE & RMSE values in the FTS Markov Chain method being smaller than the ARIMA
method, Henee, fomeasting using the FTS Markov Chain has beter perfommance than the ARIMA method in the forecasting of
crude oil prices during the Covid-19 pandemic.

INTRODUCTION

Coronavims Disease 2009 (Covid-19) is a new type of vims cansed by SARS-Cov-2. The new virus variant is
known to have orig nated from Wuhan, China and was first discovered in early December 2019 when a patient was
diagnosed with unusual pneumonia [1]. The Covid-19 vims has quickly infected hundreds of countries in the world
and hasspread to Asia. Furope, the Middle East. A merica, and otherregions. Resulting that n 2020 the Waorld Health
Organization (WHO) declared that the Covid-19 pandemic was a global pandemic. The Covid-19 pandemic has not
only affected health. butit has also greatly affected the global economy.

Cmde ol is a commod ity that has an important role in the cconomy of a country. Crude oil as a vital input is
needed in mdustdal production processes, especially to generate electric ity . run production machines, and trans port
products to the market. In addition, oil is also important for sustanable cconomic and social development. However.,
it is clearly seen that during the Covid-19 pande mic, crude oil prices Muctuare. Ilappeared in Fig 1 thatsince 2019 the
price of WTI (West Texas Intermed iate) crude oil has shown a decline and dipped sharply until April 2020 as a result
of the Covid-19 pandemic. This is due to the limited space for human activity which has an impact on decreasing
demand for crude oil and overproduction [2], Changes in cmde oil prices are not only affected by the Covid-19
pandemic but also mfluenced by the policies o fOPEC (Organization of the Petroleum Exporting Countrizs) me mbers
and contlicts n crude oil producing countres.
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FIGURE 1. The Development of World Oil Supply and Demand
(Source: www worldoil.com)

Along with the decreasing number of Covid - 19 cascs, industrial activity slowly continued to nomal until at
the end of 2021 crude oil prices fluctnated and tended to increase in the mternational market. In the period October -
December 2021, the average oil price reached USS 77.3 per barrel, The increase in the oil price average m 2021 has
cscalated by about 42.2% compared to the oil price average in 2020. Fluctuating changes in oil prices have received
considerahle attention in recent decades hecanse they have a significant political impact. Various attempts were made
to explain the behavior of oil prices as well as to see the macroeconomic conseguences, In Indonesia, fuctuations in
oil prices have an impact on cconomic growth over a certain period, domestic inflation, money supply .realexchange
rates. and mterest rates [3]. Due to the resulting impact is being very significant. a statistical forecasting method is
needed that con aceurately predict erude oil prices during the Covid-19 pandemic.

In this study, oil price forecasting used the Fuzzy Time Series Markov Chain and Autorgressive Integrated
Moving Average (ARIMA ) methods. The ARTMA method isa snitable tine serics data forecasting method where the
method can handle data that s not stationary in varance and mean such as erude oil prices data that moves fucuating .
ARIMA has been successfully applied at a nuch larger scale m various fiekds. mainly due Lo its easy-to-use concepl
and untility algorithm | 4]. For the advantages of the Fuzzy Time Series (FTS) method, in previous res earch conducted
by [5] that the forecasting results using the FI'S Markov Chain method has a low error rate and has a high degree of
accunady,

The furzy time scrics method was first proposed by Song and Chissom by applying fuzzy logic to develop the
basis of fuzzy time series. Tt is a dynamic process of a linguistic variable where the lingnistic value is a fuzzy set [6].
However, based on the results of previous research by Tsaur that the FTS method modified with the Markov chain
concept obtained a better level of accuracy than the FTS without Markov chain. The imple mentation of the Markov
chain fuzzy time series method was first mtroduced by Tsaur (2011) in forecasting the Taiwan currency exchange rate
againstthe dollar [7].

The ARIMA method was discovered by Box and Jenskin ( 1976). The ARIMA method (p, d. q) where p
represents the orderof the autoregressive process (AR}, d represents the difference (differencing ) and g represents the
orderof the moving average (MA ) process. Boxand Jenkins use ARIMA models for smgle-variable (univariate) time
series. The steps ofthe ARIM A method are mode | identification, para meter e stimation, para mete rsigni ficance testing,
diagnostic checking and forecasting (8],

Bascd on the described statcment, the purpose of this study is to predict crude oil prices during the Covid - 19
pandemic and compare the performance of forecasting crude oil prices using the FI'S Markov Chain method and the
ARIMA method. Hence, it is hoped that the prediction results can be cons idered in decision making related to crude
oil prices for the govemment and economic practitioners. This study is limited to only entering historical data values
from oil prices without the influence of exogenous factors on the model.
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DATA AND METHODS

The sewndary data usel i this study is the daily data of West Texas Intermediate (WT1) standard crude oil
prices during the Covid-19 pandemic, fromMarch 3, 2020, 1o March 31, 2022, The duta is the closing price of crude
o1l in units of USS per bamel and souwed from hitp://d.investing com. The total number of data s 547 data with data
excluding holidays.

Fuzzy Time Series

Fuzzy times series (FT'S) was first developed by Song & Chissom (1993). Fuzay time series defines o furzy
relation formed by determining logical relationship of training data, FT'S s a forecasting method with the conceptofl
fuzzy lngic which can overcome the analysis of data in the formof linguistic valoe that cannot be handled by classical
time series methods.

Suppose U is a setof the universe, U = {1y, U, uy,..., 1t} thenthe fuzzy setA of U is defined by Equation (1)

A = faGa) | fae) | falugl ay

1 uy U
Where f4 is afunction member of the fuzey setd, f: U = [0,1], f4(w ) indicates the grade of membership of
u; inthe fuzey setd and1=i=n [9]

Several definitions of furzy time series are [10]:

Definition 1

SupposeX(t) (t = -, 0,12, ..) is subsetofR.Let X(£) be auniverse of discourse on a set fuzey f, (1) ({ = 1.2,...).
If F(t) is setof f,(t) then F(t) is refered to as fuzzy time serics on X{t)

Definition 2
If Fit) is ducto F{t — 1) and denotedby F(t — 1) = F(t), it can be written as follows

Flt) = F(t - 1) di(t,t— 1) 2)
Where " 0 " Is max-min compos ition operator. R(t, ¢ — 1) is o fuzzy logical relationship between F(¢) and F(t — 1),
and can be expressed by R{t, t = 1) =U,; Rij{t, t — 1) where U is union operator.

Definition 3
Suppose F(t) = 4, is causedby F(t — 1) = A, then the fuzzy logical relationship is defined as 4, — 4,
Ifthere arc fuzry logical relationship obtained from state A, then a transition is made to another state A where § =
1,2, .., m oas Az = A3, Az = Ap, .., Az = Ay hence the fuzzy logical relationship are grouped into a fuzzy bgial
relations hip group as:

Ay = Ay Ap Az 3

Fuozzy Time Series Markov Chain

Fuzzy Time Series Markov Chain flowehart shown in Fig 2 and the method steps are as follows [7, 9]t

Step 1: Define the universe of discourse If

Determine minimum value D, and maximum value D, of historical data, then define the universe ef discourse
U as follows:

U= Dy — Dy, Dy + Dz (4

where D1 and Dz are two positive numbers thatdetermined by researcher
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FIGURE 2.Flowchart of Fuzzy Time Serics Markov Chain

Step 2: Calculate the numberof furzy intervals into severl equal length interval

1. Determning the number ol cluss interval using Strgess Rule in Bquation (5):
K=1+(332logh)

whene

K :number of intervals

n @ amount of data

ii. Determining the length of class interval by Equation (6):

b= K

where
1 - interval length

Step3: Defining the fuzzy set 4; i the universe of discourse U. Forevery fuzzy set 4; (i = 1.2, ..

number of intervals which have been specified, where A1,42...., A, defined by
Ay =f{Lfw, +0.5/1 + Ofust. .. +0/u.)
Ay = {05/ + 1wy + 05/ugt. 40/}

Ay = 0/ + -+ 05 fuay + 1)

(0

, 1) defmed nthe

(n

Step4: Fuzafication of historical data. Fuzzification is a change in the formofreal value (crisp) into the form fuzzy
by mapping the real value into fuzzy set that comespond. If & time senes data sets are on intervals, u; then the data is

fuzzified into fuzzy setA,.

Step5: Determmning the fuzzy logical relations hip and fuzzy logical relationships group (FLRG). Based on Definition

3 fuzzy logical relationship group can be easily ohtained.

Step 6: Defining Markov probability transition matrix,
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FLRG is utilized to getthe probability of the next state. Therefore, we geta Markov transition matrix with
dimension n % n. The wansition probability formula cm}!be writlen as:
p. = trii=1%., % (8)
[
where:
Py Probability of transition from state 4 wostate 4; by onestep
M;; : number of transitions [rom state A; to state 4 by one step
M; :the quantity of data included in the 4; state
The prahability matrix state P can he written as follows:
Py P o Py
P= [Pgl Plzz P.E"]
Py Py o Py
where ¥y Py =1
For the matrix P, several definitions as follows:
1. Py =0 thenstate A is accessible from state A,
2. I states Apand A are accessible o each other, then A; communicates with 4;

Step 7: Define defuzzfication forecasting value
To generate forecasting value from the obtained probability matrix then it can be calculated by the mle as following:
1. WFLRG A:is empty, (4; — @) then forecasting value is my that the middle value of u; can be written by
Fit)=m
1. HFLRG A, is onc to one (assume A; = A, where Py =0 and P, = 1,j 2 k) then the forecasting value is my, the
middle value of uy
Flt) = myPy = my (9)

3. HFLRG 4 is one to many {assume A; = Ay, Az, Aj = 1.2, 0on). Andif Yt — 1) at time (¢ — 1) which

is on state, A, then the forecasting value is

F(t) = maFPjy +mePp + o 4 myPiog + V(8= DPy + My Pigey + o+ MaPi (10
where:
my, My, ..., M, * the midpoint of wy, uy, .., u,
Yt =1) + actual value from state A; at time ¢ =1

Step8: Determine the adjustment value to forecasting result. Adjustment forecasting used to review forecas ting emor.
The adjustng rules for forccasting value is explained as follows:
I. K statc A; communicates with A;; starting in statc A; at time ¢ — 1 as F(t = 1) = A; and occur an increasmg
transition into state 4 at time £, (I < j). thenthe adjusting value is determined as:
by = {2} 11y
where:
1 vinterval length
2. I state A, communicates with A, starting in state A, ot time time ¢ =1 as F{t = 1) = 4, and oceur a decreas ing
transition into state 4; at time £, (i > j), then the adjusting value is determined as:
i
Dy==1() 12
3. Hthecurentstate is in state & attime ¢ = 1as F(t = 1) = A, and occura jump-forward trnsition into state A
at time t, (1 = 5 £ n — {), then the adjusting value is determined as:
i ’
D, =C)sl=s<n-—1i) (13
where
51 the number of forward transitions

4. I the current state is in state A; at time ¢ — 1 as F(t — 1) = A and oceur a jump-hackward trans ition into state
Ay attime ¢, (1 = v = i), then the adjusting value is determined as:

080006-5

OEGLOL T Mumon




Dz =—(;)v.(1513£i) (14)

where
v : the number of backward transitions

i 1 (15)

Step¥: Calculate the ad jusied 1'u|ec:|.~:titlz.5re-;ult,~:)In general, for forecasting result F'(t) can be obtained as:
Fit'=Ft+D,+D,=rFdt (It Qv

Stationary in Time Series Forecasting

In a data. it is possible that the data is not stationary because the mean or variance is not constant, hence, to
eliminate the non-stationarity to the mean ., the data can be made close to stationary by using the method of differencing.
The behavior of stationary data includes not having too large variations and tends to approach the mean value, and
vice versa for non-stationary data [11].

1, Stationary in Variance

The data that is not stationary in variance can he transformed. Therefore, the data becomes stationary in

variance by doing o power trans formation caleulation. Box and Cox in 1964 introduced power transformation as

follows [8]:
; zi-1
£, = A0
F]
{ ), 1=0 (16)

Zy ttime series in peried ¢
A transformation pammeter

=

2. Stationary in Mcan

The Augmented Dickey-Fuller (ADF) test is one of the tests that ¢an be employed to evaluate the stationary af

time senies data in mean. It is to see whether the model obtained has ordoes not have a unit root. The data that is not

stationary in the mean can be stationary through the process differencing. This test has a regression model as follows:
AZ =862, +-Z"‘=2 YlbZ, g+ m (n

Hypothesis testing for ADF model is

Huo: p = 0 (Have unit root)

Hiz p s 0 (No unit root)

The null hypothesis is tested by t-statistics which is given by this formula:
5"
Itl= — 18
SE(S) 9
where

5" cestimated value of parameter &
SE(&™) + standard ermorfores timated value &

Reject Hy if |o] > |Twasl or p-value < a [12],
Autore gressive Integrated Moving Average (ARIMA)

Autoregressive Integrated Moving Average is a forecasting method that can predict time series data stationary
in varianee and mean, Forthe data that did not fulfil the stationary , the tans formation and diffe rentiation process can
be conducted, then ARIMA method can be used if the data has mel stationary. In addition, it takes a lot of object data
to determine the best ARIMA model on the observed object. The ARIMA (p, d, g) model is a univariate time series
that nerges the autoregressive (AR) and moving average (MA). The general form of ARIMA (p, d, ¢) can be willen
as [13):

$,(B)(1 — B)ly, = 6,(B)s, (19)
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with
$p(B) = (1 — ¢, (BY) — $,(B?) — - —p, (Br))
B,(8) = (1 = B,(B1) = B,(B2) = - =0,(82))

where

¥, observation at time t

¢, AR coeflicient on order p

8, : MA coefficient onorder q

£ ¢ cior at time t

d : degree of differentiation

B Backshift operator

Forecasting steps for ARIMA methed is as follows:
Step 1: Model Identification
The wentification of ARIMA model is based on the pattem shown in the auto correlation (ACF) and the partial
comelation (PACF) plot of the data already stationery . Theoretical behaviorof ACFand PACF plot is shown on Table
L:

TABLE 1.Theoretical behavior of AR(p), MA(g).

and ARMA(p, ) medels on ACF and PACE plots

Maodel ACF PACF

AR ip) Tails off Cuts off after lag p

MA (g) Cuts off after lag q Tails off
ARMA (p.q) Tails off andor cuts off  Tails off and or cuts off

Step 2: Parameter Estimation
There are several methods for parameter estimation such as Moment Method, Maximum Likelihood and Least Square
which can be used to estimate the parareters n models [13].

Step 3: Parameter Significance Test
The parameter significance test steps are as follows:
2, The model for paramcter significance test:
&p(BI1 ~ B)y, = 8,(B)z [20)
with
PplB) = (1 = pa(B1) = pa(B2) — - —p(B])
8,(B) =(1 — 8,(BY) — 8:(B?) — - —8,(B4))

b. Hypothesis testing for AR model
Hy: by = O (Not significant parmmeter)
Hy: gp, # O (Significant parameter)

Statistical test caleulation for AR model is:

(by=0)
teale = (21

SEGh D
Reject Ho if el > tag,
Hypothesis testing for MA model
Hy: 8 = O (Not significant parancter)
Hy: 8, = O (Significant parmeter)
Statistical test caleulation for MA model is:

bi-o0
boiin =< (22)
calc SE@ )

Reject Hy if o] = hr._;”_”
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If there is one parameter that is not significant then return to Step 1

Step4: Diagnostic Checking
Diagnostic checking models are camied out to ensure if the remaming models meet the white noise. The following is
steps of diag nostic checking [14]):
a. Hypothesis testing Liung Box
Hy : there is no residual outocorrelation
Hy : there is residual autocomelation
b. Detenmine Ljung Box test statistics:

P il
@=nin+ 2L+ 2+t k) @)
n-1 fi-2 K

Where:

2 Liung-Box Statistics Test

n @ numher of ohservation data

K :number of lag observed

¢ estimated comelation of residuals on the i4h of the lag with { = 1,2

Reject Ho il Q = jfe_,
If there is autocorelation between the residuals, then return to Step 1

Step 5: Overfitting

Overfitting is applicd to get the best model with addition orsubtraction of the orderof AR (p) and MA {q) parameters
fromthe tentative model has been obtained, The best model is the model with significant parameter and residual serics
that does not have autocorrelation .

Step 6: Selection of ARIMA Maode|
The selection of the best ARIMA model is minimize the information criteria such as Akaike Informarion Criterion
(ALC) value.
AIC=nlne’2+2(p+q+1) 24y
g =55E[n (25)

However, it is known thatfor the auteregressive model, the AIC criterion dees notgives a consistent orderol p,
hence for comparison nsing other information criteria suchas Schwarzt Bayesian Information Criterion (SBC)
SBC=nlngl*+(p+q+ Llan (260

Model Selection Criteria

The sclection of the best model is by comparing the ciror values forecas ting of the method used. A method 1s
better compared to other methods if the forecastemor value is produced s maller.

It ZyZ2..., 4,  state the whole data, and in saple  data can be  stated  as
Z1, Zayeee Ly m < I the adjusted value is 2"1.2‘2, .Zn,,,.m < m the value of MSE, RMSE and MAD for insample

data defined as [15]. 5
MSE=Yp, —, m<n n
n

RMSE =V¥r i man (28)
=1 5

MAD =¥p, E‘%‘l, m<n 29y
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Furthermore, the accuracy models can be also measured by Mean Absolute Percentage Brror (MAPE) with the

following formula [13] T
MAPE =% |A-F (30)
a =11 4
whene:
Ar s Acwual data value at perod ¢
Fr i Forecast data value atperiod ¢
n : the number of data

TABLE 2. MAPE Value Interpretation

MAPE Judoment of Forecast Aceuraey
< 0% Highly Accurate

0% < MAPE< 20% Good Forecast

A%< MAPE< 50% Reasonable Forecast
= 50 Inaccurate Forecast

The smaller the MAPE value, the better the model. Table 2 shows a scale to assess the aceuracy of 0 model
based on MAPE value was developed by Lewis (1982) [16]. Root Mean Square Frror (RMSE) is the magnitude of
the prediction emor rate, where the smaller (¢loser to 0) the RM SE value, the more accurate the prediction results will
be. In this study, the model selection criteria used are Mean Absolute Percentage Enor (MAPE) and Foot Mean
Squared Error (RMSE).

RESULTS
Data Description

Table 3 shows that the average price of cruide oil is US$58 68 per bamel with spread data of 1US$21.92 per
bamel fromthe avemge. The lowest price was USS -37.63 per harrel, while the highest price was US$123.7 per barrel.
Skewness shows a positive value of 0077 or the values are concentrated on the rght side (ocated to the right of Ma).
Thereby, the curve has a tail that esends to the right or the corve skews to the right. Then, with a kurtosis value of
less than 3 which is (.15Y then it can be said 1o be a Platykuntic curve. And Fig 3 shows a time series of crude oil
prices for the period March 3, 2020 — March 31, 2022,

'ABLE 3. Descriptive Statistics

N 547
Mean Value 58.68
Standard De viation 2192
Mmimmum Value -37.63
Maxinmm Value 12370
Skewness 00577
Kurtosis 0.159

]

f—

FIGURE 3.Time Series Plot
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Fuzzy Time Series Markov Chain Forecasting Analysis

Step 1: Define the universe of discourse U
Bascd on historical data obtained the mninwm value Dy = =37.63 and maximum  value Dy = 123,70 with
Dy = 0,37 and D; = 0,3 which has been determined by the rescarcher hence U = [—38,124]

Step 2: Specifying Class Interval
4. Determine the nuwber of class intervals
The calculation of the numberof class intervals is determined by using Sturgess Bule and abtained
K=1+(33logN)
K =1+ (3,310g547)
K = 10,035 = 10

b. Determune the length of the class interval
l _ j ﬂmlu'tﬂzl—iﬂlnm—ﬂll
i
_ Inzas+03)—(-3763-0.37))
10

{
l=162= 16

Furthermore, divide the universe of discourse [F into several pamitions according to the number of class intervals,
which is 10and the length of the class interval is 16, Hence the interval and the middle interval can be seen in Table
o

loss ali idelle W vl
Interval Middle Value Interval
w = |38, — 218 —209
u: = [-21.8,-5.6] -13.7
wr = [~5.6,10.6] 25
w = [10.6, 26.H] 18.7
us = [26.8, 43 349
us = [43,53.2] 51,1
ur = [59.2,75.4] 67.3
ug = [75.4,91.6] 835
s = [91.6,107.8] 99.7
_ue =[107.8.124] 115.9

Step 3: Fuzzification of actual data
Bascd on the fuzzy setthat has been formed . where the oil price data is converted into the form of lingnistic
vitlues . The results of fuzzification are notated into linguistic numbers can be seenin Table 5.

TABLE 5. Crude il Price Data Fuzzific ation

Date Actual Data (V) Interval Fuzzification
03/03/2020 4718 us = [43, 50.2] Ag
04/03/2020 4678 u, = [43,59.2] Ag
05/03/2020 4500 us = [43,59.2] Ay
06/03/2020 4128 us = [26.8,43] As
07/03/2020 3113 us = [26.8,43] As
V0372022 107,82 wa = [107.8,124] Ay
1032022 10028 us = [91.6, 107.8] Ay
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Step4: Determining the Fuzzy Logical Relationship and Fuzzy Logical Relationships Group (FLRG).

In Table 6 is shown Fuzzy Logical Relationship (FLR) which is the relations hip between euch data to the next data in
the form of a fuzzy sel based on the determination of fuzzification. After obtaining the FLR, then the FLRG is
determined which is the groupmng of each s tate trans fer namely the current state and the next state.

TABIE 6.Fuzzy Logical Relationship (FLR)
FLR

Diata Order
1-2 As = As
2-3 Ay = A
3-4 Ay = As
4-5 As = As
5-6 A = A
545 - 546 A = As
346 — 547 Ay =y

Step 5: Defining Markov probability transition matris,
The transition probability matrix in this study is 10 % 10 hecause in Step 1, the number of class intervals is 10. The
following is the transition probability matrix:

0857 0.142 (1] (i} 0 (i} i} 1] i} 0
lgosp 0800 0160 0 0 0 i} i} 0 0
L] 0267 0600 0133 (1] (1] (1] 1] ] (1]

0 1] 0.016 0812 0172 (i} (i} 0 0 i}

P= o [i] 0011 0105 0862 0.021 i} 1] 0 0
| 0 1] 1] (1] 0,029 0.941 0.029 0 0 i}

| o [i] 1] 0 i} (i} 0.867 0.133 0 0

| 0 1] 1} (1] (i} (i} 0.059 0871 0071 [i]

I o 0 0 0 0 i} 0 0067 0892 0041!
Lo 0 n 0 n n 0 0 0086 0914

Step6: Define defuzafication and determine the adjus tment value to forecasting result. After the tmnsition probability
natrixis formed,the next step is the calculation process for forecasting and defuzzification of the previously obtained
FLRG. Before determining the forecasting resulis, the Markov chain fuzzy time series method has a step to adjust the
forecasting results for each relationship between the cument state and the next state.

Step 7: Determine the adjusted forecasting
Alfter the adjustment value is obtained. then the forecasting results are determined which have been adjusted can be

seenin Table 7.

TABLE 7. Adusted Forecasting Results

Date Actual Initizal Adjustment Final
Data (¥,) Forecasting Value Forecasting
(Fe) (F'y)
03032020 47.18 - - -
04032020 4678 45921 1] 45921
05032020 4590 45575 0 45575
06/03/2020 41.28 46,244 -2 44816
071032020 313 36338 -4 32.828
O8/03/2020 436 32213 1 33177
30/03/2022 107 .82 105 598 0 105.598
31/03/2022 100.28 100043 0 100043
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FIGURE 4.Plot Using FTS Markov Chain

The Fuzzy Time Scrics Markov Cham method has a very good performance in forecasting crude oil prices
during the Covid-19 pandemic, This is indicated by the resulting MAPE value of 2.76% (less than 10%) and RMSE
580.3 on daily data for March 2020 - March 2022, This is supponted by the similarity plot between the forecast data
and the actualdata as presented in Fig4. And the results of forecasting erude oil prices forthe nest 5 consecutive days

period (Aprl 15070, 2022) gre USS99.83, USHI05.12, USSI01.89, US$U83L, USE06.93 (per banel),
ARIM A Forecasting Analysis

In time series analysis, stationarity is required to minimize model errors in order to get the best model. The
first step to determine the stationarity of the data is to make o time series plot. From Fig 3 it is obtained that the data
is not stationary due to the fluctuating data where the data is not around a constant mean or on average does not form
an almost horizontal trend.

I addition. the stationanty of the data can be detenmined by the unit root test wsing the Augmented Dickey
Fuller (ADF) test. The unit root test hypothesisis:

Ho: p = 0 (There is a unit root )
Hi:p = O (No unit root)

Augmented Dickey-Fuller Test

data: price
Dickey-Fuller = -3.8149, Lag order = 7, p-value = 8.1487
alternative hypothesis: stationary

FIGURE 5.Unit Root Test Result with ADF Test

From Fig 5 above obtamed p-value, 0.1487 is greater than & = 0,05 then accept Hy so that it can be said that
there is a unit root which means the data is not stationary. Thercfore. a differencing process is needed which was
previously camied out by the natural logarithm transformation process on 547 crude oil price data during the Covid -
19 pandemic hence the data hecomes stationary with respect to the mean and variance.

Furthermore, the natural logarithm transformation process and differenc ing process are carried out. And from
Fig 6 it is obtained that the data is stationary at the first difference level. thus indicating the value of d = 1. To
strengthen the existence of stationary data, Fig 7 shows the mesults of the ADF test with the data fromthe logarith mic
differencing process. The p-value obtained fromthe unit ot test results is 0.01 < 0.05 (a) sothat Hy is e jected,
which means that there is no unit ot so that the data s stationary.
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FIGURE 6. The Result of Differencing-Natural Logarithm Plot
Augmented Dickey-Fuller Test

data: Differencing DatafDiffl
Dickey-Fuller = -7.6654, Lag order = 7, p-value = @.81
alternative hypothesis: stationary

FAGURE 7.The Result of Differencing-Natural Logarithm by Using ADF Test

This is also in line with the ACF plotand PACF plot where there are no more than 3 lags that come out ol the
confidence interval shown in Fig 8(a) & &(b). Because of the time series data has met the stationary requirements.
Therefore, forecasting can be done and there is no need to do funher differencing (second order differencing ).

Autocorrelation Function for Difft Partial Autocarrelation Function for Difft
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FIGURE R.(a) ACF Plot & (h) PACF Plot After Natuml Logarithm Differencing Process

After pre-processing the data. the next step is to identify and estimate the best ARIMA model from the results
of the transformation and differencing processes. Based on the analysis of the order comelogram on the Auto
Regressive (p) PACF plot m Fig 8 (b}, the significant order is lag 18 and from Fig 8 (b)the ACF plot also shows that
the significant order in the Moving Average (q) is lag 18, Significant order 1s obtamed by considening the oulgoing
corrclogram. of confidence intervals. So, the models estimated on crude oil price data during the Covid-19 pandemic
arc ARIMA (1,1,0), ARIMA (0,1,1), and ARIMA (L.L1,1).

Furthermore . the parameters sclected into the model are if the p-value or significance value for cach paameter
is less than a (005). The hypothesis used is as follows:

Hp: Parameters are notsignificant in the model
Hy: Significant parameters in the model

The results of the significance test on the three ARIMA models estimated in Table 8 show that only ARIMA
(0.1,1) has significant parameters where p-valoe MA (1) is 0.023 less than o (005) then reject Ay which means only
ARIMA model (0,1.1) has significant parameters in the model, Furthermore. the sclection of the best model is also
carried out by analyzing the Akaike information criterion (AIC), Schwarz information criterion (SIC) and Hannan -
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Quinn criterion { HQC). Table ¥ shows that the AIC, SIC and HQC values in ARIMA (0,1.1) have the lowest values
conpared o other ARIMA models. In addition, the MSE value on ARIMA (0.1,1)is also the lowest, so it can be said
that ARIMA (0.1.1} s the bestmodel to useon crude il price data during the Covid-19 pandemnic.

TABLE 8. ARIMA Model Estinmtion

Model/ Variahle pwlue MSE  AIC SIC HQC
Parameter
ARIMA (1,100 AR(1) 0.058 283 3750 3776 3.760
Constant 0459
ARIMA (0,1,1) MA (1) 0.023 247 3680 3094 160
Constant 0400
ARIMA (1.1,1) AR (L) 0246 278 373 3041 31753
MA (1) 0812
Constant 0427
T 9. Diagnostic Checking
Lag p-value Decision
12 0392 white noise
24 0.299 white noise
36 0618 white noise
48 0.656 white noise

To obtain the best ARIMA model. diagnostic checking includes white noise md nomal distribution of
residuals. The white noise test with the null hypothesis is that there is no residual correlation between lags. Table 9
shows the p-value by Ljung Box Statistics for ARIMA (0,1 1). From Table 9 the value of all p-valies at lags to 12,
24,36 and 46 is more than e (0.05) so accept Ho that the residuals do not contain autocomelations or white noise. Ths
is reinforced through the residual ACF and PACF correlograns, in Fig 9 it is shown that probability > ¢ (0.05) which

resulting the white noise model,
C-graistic proDAbIAes HANSIO for 1ARMA term

Aulocotelation Paral Corelatien AC PAC O-Stal  Prot

1 1 2000 0DI0 TEDE
' 20018 0018 04037 AT4T
1 30018 008 02588 047
] 4 0013 0043 03375 4%
i o 5 D038 DDST 13608 0743
' i B D028 0024 22439 A4S
] 7. 0053 DOSS 35042 0730
] 8 D036 DD3T 42208 0754
2 2077 ROVT 71438 0521

i | 10 1048 - 82077 0507
1 I 110021 0076 BAB81 D562
1 o 12 0055 WERT 0480
! % 139026 -R.03) 0808 0537
1 14 0052 DOSE 12787 D4B4
] I 18 0020 12882 0.5
! i 16 2050 4755 DAES
' | 17 0008 - TN 0540
' q 18 0087 18621 0351
! Ll 19 2020 waes 03w
] I 0 27 20030 0352

FIGURE 9. The Cutputof ACF and PACF Plot for Residual Antocomelation Test

Normu lity testing was carried out using the Kolmogorov-Smimov test with the null hypothesis is the residuals
arc normally distributed. The residual 1s normally distributed if the p-value 1s more than a with e value is 005,

The res ults ofthe normality testusing the Kolmogormov-Smimoy test showed that the p-value in ARIMA (0.1.1)
residual probability plot has a value of more than 0.120. Hence, it can be said that the msiduals in the model are
narmally distributed. Due to the model satis fies the white noise test and has a normal distribution of error, the ARTMA
madel (0L1.1) is the best model sothatit can proceed to the next stage, which is forecasting.

The best model used is ARIMA (0.1 1) with constants written in the formof an equation, the following model
is obtained:

(1 = B)Y": = 0.0587 + 0.02935:— 31)
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where Y“r:. In Zn, ,then the forecast valuefor Z; is

Z' = ep) (32)

L s n P
where 2 : crude oil price prediction

MAPE & RMSE resulting fram the ARIMA method are 385% and 856.7 which shows that ARIMA
performance is highly accurate. Fig 10 shows a plot between the predicted and actual values using the ARIMA method.
Table 10shows the prediction results by using the ARIMA Model (0.1, 1) forthe nest 5 consecutive days period (April
[ 2022):

140
120
100
BO
B0
A0
20
o
“RSEIRSREIIBREAAEEDIEEES
w— fctual Data = AR WA
FIGURE 1. Plot Using ARIMA Method
TABLE 10. Crude Oil Prices (Confidence Interval 95%)
Dat il Prices (1SS pe
we Prediction  The Lowest Prediction . The Highest Prediction
012022 100831 04 285 108364
(/02022 102.976 96.199 109752
(/052022 100508 93287 108 451
02022 95711 9l.143 105630
(072022 05.832 92547 107433

Comparison Forecasting Methods

Conparison of orecasting accuracy can be done visually and amalytically, A comparison of forecasting
accuracy visually is done by comparing the estimated value and the actual value using a time series plot. While the
conparison of the accuracy of orecasting time series data analytically is done by comparing the forecasting emur
values between methods. The comparison of the forecasting results of the ARIMA and Fuzzy Time Serics (FT'S)
Maikov Chain methods visually on the crude oil price data is dene by comparing the plots of the actual value and the
forecast value of crude oil prices as presented in Fig 11, Based on Fig L1, the forccast value plot of the FTS Markov
Chain mcthod is more similar or closer to the actual value pattem when compared to the ARIMA method, which
means that forecasting using the FTS Markov Chain method is better than the ARIMA method on the data as many as
547 observations.
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FIGURE 11. Actual Data & Forecasted Data Plots Using FTS Markowv Chain & ARIMA Mcthods

Analytically . the comparison of forecasting accuracy in this study is conducted by using MAPE and RMSE
values as a measure of forecasting ermor. The MAPE value obtained by the FTS Markov Chain method is 2.76% and
the RMSE is 58(.3. While the MAPE value generated by the ARIMA method is 3.85% and RMSE is 856.7. Duc to
the MAPE and RMSE values in the FTS Markov Chain method arc smaller than the ARIMA method. it shows that
the FT'S Markov Chain method works betterthan the ARIMA method to forecast crude oil price dota during the Covid-
19 pandemic for the 2020-2022 period. The results visually and analytically yicld the same conclusion that the FTS
Markov Chain method has better performance than the ARIMA method. The results of forecasting time series data on
crude oil prices during the Covid- 19 pandemic using the FT'S Markov chain methed and the ARIMA method alongside
the MAPE and RMSE values can he seen in Tahlz 11,

TAB i | § i i o Crugd
Crude Oil Prces (US$ per barrel)
Date = 3 i
t}_mmw_ﬁzﬂML
(3/03/2020 4708 - -
0470372020 46,78 45921 47238
05/03/2020 45,90 45575 46.852
060372020 41,28 44816 45 986
0770372020 31,13 32828 41.477
08/03/2020 34,36 33177 31.492
032022 10782 105.598 104,182
31/03/2022 10028 100043 107 3064
MAPE 2.765% 385%
BMSE S580.3 856.7
CONCLUSION

This study aims to predict crude oil prices dunng the Covid-19 pandemic and compare the performance of
crude oil price forecasting by using the Fuzzy Time Scries (FTS) Markov Chain method and Autoregressive Integrated
Moving Avemge (ARIMA) method. The datn used is daily data on the crode oil prices with West Texas Intermed iate
{WTI) Standard in USS/barre] for the period March 3, 2020 — March 31, 2022, The Fuzzy Time Serics Markov Chain
method has an excellent performance in forecasting crude oil prices during the Covid- 19 pandemic. This is indicated
by the resulting MAPE value of 2.765% (less than 10%) and RMSE 5803 on daily data for March 2020 - March 2022,
ARIMA mode] (0,1.1) with cons tants is the best ARIMA model for modeling actual data on crude oil prices for the
period of March 2020 - March 2022 during the Covid-19 pandemic so that this model can be used for prediction of
future workl crude oil prices Covid-19 pandemic. MAPE of this model s 3.85% and RMSE is 8567, Based ona
visual and analytical comparison, it can be concluded that the Fuzzy Time Series Markoy Chain method works better
than the ARIMA method in forecas ting crude oil prices during the Covid-19 pandemic on period March 2020 - March
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2022, These results have several important implications for Indonesia,especially on policy recommendations and
economic development due to changes in oil prices that have an impact onseveral sectors.
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