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Abstract

The K-Means algorithm is a popular unsupervised learning method used for data clustering. However, its performance heavily
depends on centroid initialization and the distribution shape of the data, making it less effective for datasets with complex or
non-linear cluster structures. This study evaluates the performance of the standard K-Means algorithm and proposes a
Multiobjective Particle Swarm Optimization K-Means (MOPSO+K-Means) approach to improve clustering accuracy. The
evaluation was conducted on five benchmark datasets: Atom, Chainlink, EngyTime, Target, and TwoDiamonds. Experimental
results show that K-Means is effective only on datasets with clearly separated clusters, such as EngyTime and TwoDiamonds,
achieving accuracies of 95.6% and 100%, respectively. In contrast, MOPSO+K-Means achieved a substantial accuracy
improvement on the complex Target dataset, increasing from 0.26% to 59.2%. The TwoDiamonds dataset achieved the most
desirable trade-off: it had the lowest SSW (1323.32), relatively high SSB (2863.34), and lowest standard deviation values,
indicating compact clusters, good separation, and high consistency across runs. These findings highlight the potential of
swarm-based optimization to achieve consistent and accurate clustering results on datasets with varying structural complexity.
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1. Introduction

Clustering is one of the data mining techniques aimed
at grouping data into several clusters based on
similarities in their characteristics. One of the most
popular clustering methods is k-Means clustering [1],
which is a non-hierarchical clustering algorithm that
works by initializing centroids randomly. The objects
are then grouped into k clusters based on their distances
to the centroids, and the centroids' positions are
iteratively updated until convergence is reached.

The advantages and disadvantages of this algorithm
have been widely discussed in various studies. The k-
Means algorithm is well-known for being efficient and
scalable in processing large datasets [2]. Previous
research, such as that conducted by [3] and [4], has
shown that k-Means can produce more compact clusters
compared to hierarchical clustering methods. However,
k-Means has some limitations, particularly related to

the random initialization of centroids, which can cause
the clustering results to vary each time the algorithm is
run [5]. Additionally, k-Means tends to get stuck in
local optima, leading to suboptimal cluster assignments
[6]. Its sensitivity to outliers is also a major concern, as
extreme values can significantly shift the centroids'
positions [7]. Furthermore, the assumption that clusters
are spherical [8] and of uniform size makes k-Means
less effective when dealing with datasets that have
complex cluster shapes or varying densities.

To understand the quality of clustering results generated
by k-Means, it is important to review the objectives and
evaluation metrics. In k-Means clustering, the main
goal is to form optimal clusters, where members of each
cluster are highly like one another but significantly
different from members of other clusters [9]. To achieve
this, two primary metrics commonly used are the Sum
of Squares Within-cluster (SSW) and the Sum of
Squares Between-cluster (SSB). SSW measures the
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density of the cluster, indicating how tightly the data
points within a cluster are grouped around the centroid
[10]. Smaller SSW values indicate greater similarity
between data points within the same cluster. On the
other hand, SSB measures the distance between
centroids, reflecting the separation between clusters
[11]. Larger SSB values indicate greater distance
between clusters, making the clustering more effective
at distinguishing between different groups of data.

To address these issues, this study proposes an
optimization approach based on Multi-Objective
Particle Swarm Optimization (MOPSO) to determine
more optimal centroids. MOPSO is a variant of Particle
Swarm Optimization (PSO) [12] developed to solve
problems with multiple objectives, making it suitable
for clustering tasks that involve balancing two criteria
simultaneously: minimizing the Sum of Squares
Within-cluster (SSW) and maximizing the Sum of
Squares Between-cluster (SSB), thereby producing
clusters that are balanced in terms of both homogeneity
and separation. The main advantage of MOPSO over
other optimization algorithms lies in its convergence
speed, efficient global exploration capabilities, and ease
of implementation. Unlike evolutionary algorithms that
use complex selection and mutation processes, MOPSO
relies on a simple particle interaction mechanism in the
search space. Additionally, MOPSO uses an external
archive to store the best non-dominated solutions
(Pareto optimal), facilitating decision-making based on
trade-offs between cluster homogeneity and separation.

This approach will be evaluated using several
benchmark datasets commonly used in clustering
studies [13], namely Atom, Chainlink, Engytime,
Target, and Two Diamonds. Unlike previous studies
that often use classic datasets such as Iris, this study
specifically selects these five datasets because they
present more complex challenges in the data clustering
process. The Atom dataset challenges the algorithm in
separating very close clusters, while Chainlink has a
topological structure that is interconnected, which is
difficult for centroid-based methods to handle.
Engytime has an uneven density distribution, which
may complicate the identification of proper cluster
boundaries. The Target dataset presents a non-linear
pattern that is hard for standard k-Means to capture,
while Two Diamonds involves clusters that are very
close together, making optimal separation difficult.

The performance evaluation was conducted by
comparing the clustering results against the ground
truth, which refers to the true labels that are known
beforehand and used as a reference to assess the
accuracy of the clustering performed by the algorithm.
This comparison will be made using accuracy metrics
and by testing the MOPSO-based approach against
conventional clustering methods such as standard k-
Means. With MOPSO-based optimization, this method
is expected to be able to produce more separated and
uniform clusters, thus outperforming data complexity.
The findings of this study are anticipated to contribute

significantly to the development of more optimal
clustering methods for various applications in data
mining and machine learning.

2. Methods

The methodology section will sequentially present the
analytical methods employed in this study.

2.1 Experimental Testing and Simulation of the
Proposed Muti-Objective Particle Swarm Optimization
(PSO) Algorithm

As part of the empirical analysis, this study also
evaluates the effectiveness of the proposed method
using a set of benchmark datasets. These datasets are
employed in the testing process to assess the capability
of MOPSO in determining the optimal centroids for the
K-Means algorithm, which is a critical step in
enhancing clustering quality across various data
scenarios. The first step in this study is the selection of
datasets to be used for testing the effectiveness of the
proposed method. The datasets used in this research are
Atom, Chainlink, Engytime, Target, and Two
Diamonds.

The Atom dataset [14] is a commonly used benchmark
for evaluating clustering algorithms under complex
spatial conditions. It exists in a three-dimensional space
(R3) and consists of two main clusters: a dense core
cluster with 100 data points located at the center, and a
larger, more dispersed outer hull cluster with 400 data
points that geometrically encloses the core. This
structure creates what is known as an overlapping
convex hull, where the outer cluster fully surrounds the
inner one. The significant difference in density and
spatial arrangement poses challenges for traditional
clustering algorithms, especially those that rely on
distance measures such as K-Means.

The Chainlink dataset [15], [16] is a benchmark
designed to evaluate the ability of clustering algorithms
to handle complex and interrelated data structures. It
consists of two clusters, each containing 300 data
points, forming an interlocked chain-like structure in
three-dimensional space (R?). Each cluster is shaped
like a ring, and the two rings are intertwined, creating a
configuration known as linear nonseparable
entanglement. This refers to a condition where the
clusters cannot be linearly separated due to their
intertwined spatial arrangement. Although the clusters
are globally distinct, many points from one cluster are
locally closer to points from the other, which introduces
a conflict between global separability and local
proximity. Additionally, both clusters have nearly
identical densities and inter-point distances, making it
difficult to distinguish them based solely on size or
distribution. This makes Chainlink particularly
challenging for distance-based algorithms such as K-
Means.

The EngyTime dataset is a benchmark used to evaluate
the effectiveness of clustering algorithms in handling
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overlapping clusters with varying densities [17]. It
contains 2,000 data points grouped into two clusters in
a two-dimensional space (R?), based on two variables:
“Engy” and “Time”. This dataset represents a
simplified yet realistic density-based clustering
problem, like those encountered in applications such as
flow cytometry and sonar signal processing. EngyTime
is generated from a mixture of two 2D Gaussian
distributions, making it a suitable test case for
evaluating how well clustering algorithms can
distinguish overlapping groups. The clusters in this
dataset are not separated by empty space, and they differ
in density, which creates a significant challenge for
traditional centroid-based methods like K-Means.
These algorithms rely primarily on distance metrics and
often ignore local density, which may lead to incorrect
groupings when faced with overlapping, unevenly
distributed data.

The Target dataset [18] is a benchmark designed to test
the robustness of clustering algorithms when faced with
overlapping clusters and the presence of outliers. This
dataset exists in two-dimensional space (R*) and
comprises 743 data points, divided into two main
clusters and four small outlier groups. The first cluster
is a dense spherical structure with 365 data points, while
the second cluster forms an enclosing ring with 395 data
points. This circular arrangement results in overlapping
convex hulls, a geometric configuration that is
particularly difficult to resolve using centroid-based
algorithms like K-Means, which assume well-
separated, linearly distinguishable clusters. The dataset
also includes four corner-located outlier groups, each
containing four data points. These outliers introduce
additional complexity by potentially skewing the
centroid calculations or being misclassified as
independent clusters. The combination of dense core—
ring overlap and peripheral noise makes the Target
dataset a comprehensive benchmark for evaluating both
the accuracy and stability of clustering methods.

The TwoDiamonds dataset [19], [20] is a benchmark
commonly used to evaluate the ability of clustering
algorithms to distinguish between weakly connected yet
distinct cluster structures. It consists of 400 data points
distributed evenly across two clusters, each shaped like
adiamond, and located in a two-dimensional space (R?).
The two clusters are positioned in adjacent square
regions that almost touch at one side, forming a
configuration that resembles two diamonds placed side
by side. The primary challenge of this dataset lies in the
weak connection between the two clusters. While the
clusters are globally distinct, the narrow gap separating
them can mislead clustering algorithms—particularly
those based on local distance metrics like K-Means—
into interpreting them as a single elongated cluster.
Successfully separating the clusters in this dataset
requires the algorithm to capture the overall geometric
structure rather than relying purely on inter-point
distances.

2.2 Standard K-Means Implementation as a baseline
Comparison

As a baseline for performance comparison, the next step
involves applying the standard K-Means clustering
algorithm to each benchmark dataset. K-Means begins
by randomly initializing centroids, followed by an
iterative process of assigning data points to the nearest
centroid based on Euclidean distance and updating the
centroids until convergence. The number of clusters (k)
is predetermined based on the ground truth of each
dataset.

Due to the random nature of centroid initialization, K-
Means may produce different clustering results in
different runs. To address this, multiple independent
runs are performed to assess consistency. The resulting
cluster assignments are then evaluated using a
confusion matrix, which enables the calculation of
clustering accuracy by comparing the predicted clusters
to the true class labels.

This baseline evaluation provides a reference point for
comparing the clustering performance of the proposed
MOPSO-KMeans method. By analyzing both standard
K-Means and the optimized version under the same
conditions and metrics, a more comprehensive
assessment of the benefits and improvements
introduced by the proposed approach can be achieved.

3. Results and Discussions

3.1 Design and Workflow of the Proposed MOPSO
Method

To improve the quality of clustering results, this study
implements the Multi-Objective Particle Swarm
Optimization (MOPSO) algorithm to optimize the
selection of centroids in the K-Means algorithm. This
approach simultaneously considers two objectives:
minimizing the Sum of Squared Within-Cluster (SSW)
and maximizing the Sum of Squared Between-Cluster
(SSB).

The first objective function aims to minimize the Sum

of Squared Within-Cluster (SSW) shown in Equation 1.
. 2

f, = min (2, Tuiee, I — 1l ) (M

k is the number of clusters; x; is the i-th data point; y;

. . 2,

is the centroid of cluster Cj; ||xl- —u ]|| is the squared
Euclidean distance between the data point and the
cluster centroid.

The second objective function shown in Equation 2
aims to maximize the Sum of Squared Between-Cluster
(SSB), which is expressed as the minimization of its
negative:

f, = —min (_ Z}<=1 nj”llj - ll”z) (2)

n; is the number of data points in cluster j; p is the global
. . 2.
centroid of the entire dataset; || uj— u|| is the squared
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distance between the cluster centroid and the global
centroid.

The complete procedure of the proposed Multi-
Objective  Particle Swarm Optimization (PSO)
algorithm can be summarized as follows, with its
pseudocode presented on Figure 1.

Algorithm 1 : Pscudocode of the proposed MOPSO+K-Means Algorithm

Input

sitions in the data space.

centrotd in centroids i.

ory of non-dominated centroid sets (Pareto-optimal solutions)

Figure 1. Pseudocode of the Proposed MOPSO+K-Means
Algorithm

The proposed MOPSO+K-Means algorithm integrates
Multi-Objective ~ Particle  Swarm  Optimization
(MOPSO) with the traditional K-Means clustering
method to overcome the limitations of random centroid
initialization. As outlined in Figure 1, the process
begins with the initialization phase, where each particle
represents a potential solution in the form of a set of
cluster centroids. Objective functions are defined to
minimize intra-cluster distance (SSW) and maximize
inter-cluster separation (SSB), enabling a balanced
evaluation of cluster compactness and separation.

The fitness of each particle is assessed based on these
two objectives, and the non-dominated solutions are
stored in a Pareto-based repository. In the search phase,
the particle positions are updated using both personal
and global bests selected from the repository using the
crowding distance. This iterative process continues
until the stopping criteria are met, gradually refining the
solutions toward the optimal trade-offs between the two
objectives.

At the end of the MOPSO optimization, the repository
contains a set of Pareto-optimal centroid configurations.
From these, one or more candidate solutions can be
selected to initialize the K-Means algorithm. This
hybrid approach allows K-Means to begin with well-
optimized centroid positions, potentially resulting in
more stable and accurate clustering outcomes compared
to traditional random initialization.

In addition to the Particle Swarm Optimization (PSO)
algorithm, previous studies have also explored other
metaheuristic approaches to improve clustering quality.
Among the most widely used are Genetic Algorithm
[21] (GA) and Differential Evolution [22] (DE).
However, findings from several prior works suggest
that PSO tends to offer advantages in terms of
convergence speed and simplicity of parameters. PSO
only requires a few parameters to be configured, such
as inertia weight and learning coefficients. In contrast,
GA and DE involve more complex parameter settings,
including crossover rate, mutation rate, and selection
strategies [23] which can significantly influence
performance if not properly adjusted. Furthermore,
PSO is known for its ability to maintain a good balance
between exploration and exploitation during the search
process [24], making it especially suitable for clustering
problems with high complexity.

3.2 Experimental Results and Analysis

To evaluate the performance of the proposed Multi-
Objective PSO, a series of experiments were conducted
on a set of well-known benchmark datasets. These five
datasets have been described in the Research Method.

The experimental setup in this study is defined as
follows: the swarm size is set to N=40, and each
benchmark dataset is tested independently 30 times,
with each execution consisting of 100 iterations. All
PSO-based algorithms are terminated upon reaching
this maximum number of iterations. The performance
of the proposed MOPSO+K-Means method is evaluated
using standard clustering metrics, namely the best
value, average value, and standard deviation of SSW,
SSB, and accuracy. These metrics are used to assess the
effectiveness and stability of the proposed method in
comparison to standard K-Means across various
benchmark datasets.

The performance of MOPSO-+K-Means was evaluated
using commonly used optimization metrics, namely the
average solution and standard deviation. These metrics
were used to assess the effectiveness of MOPSO+K-
Means in solving the benchmark clustering tasks.

Table 1. Clustering With MOPSO+K-Means

Dataset Item SSW SSB
Atom Avg. 1191.22 1414.52
Std. 230.85 238.22
ChainLink Avg. 1531.74 1711.26
Std. 167.04 168.519
EngyTime Avg. 4912271  85124.33
Std. 2951.153  3913.554
Target Avg. 4126.614  7658.074
Std. 892.147 1006.303
TwoDiamonds  Avg. 1323322 2863.340
Std. 42.822 44.191

Although the numerical results demonstrate that the
proposed MOPSO+K-Means algorithm performs
competitively across various datasets, a deeper analysis
provides further insights into its behavior and
performance dynamics. From a clustering quality
perspective on Table 1, the ideal objective is to
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minimize the Sum of Squared Within-cluster distances
(SSW) while maximizing the Sum of Squared Between-
cluster distances (SSB). In this context, the EngyTime
dataset exhibits the highest SSW (49122.71) and SSB
(85124.33), indicating that the dataset likely has a large
or widely spread structure. Despite this complexity, the
algorithm successfully maintains strong inter-cluster
separation. In contrast, the TwoDiamonds dataset
achieves the most desirable trade-off: it has the lowest
SSW (1323.32), relatively high SSB (2863.34), and the
lowest standard deviation values, indicating compact
clusters, good separation, and high consistency across
runs.

For other datasets, such as Target and Atom, the SSW
and SSB values fall in a mid-range category, but the
relatively high standard deviations, particularly in
Atom, highlight variability in the clustering results,
suggesting sensitivity to initial conditions or swarm
dynamics. Similarly, ChainLink yields results
comparable to Atom but also shows considerable
variability (Std SSW: 167.04, Std SSB: 168.52), likely
reflecting the complexity or overlap in its cluster
structure. These findings suggest that while
MOPSO+K-Means can handle both simple and

complex datasets, its stability may be challenged under
certain data conditions.

Overall, TwoDiamonds emerges as the most stable
dataset for this method, whereas EngyTime, despite
strong average performance, reveals higher variability
possibly due to noise or dispersed data points. These
behavioral differences point to both strengths and
limitations of the method. The ability of MOPSO+K-
Means to find competitive clustering solutions is
evident, but further enhancements could improve its
robustness. Future research should explore adaptive
parameter  strategies,  improved initialization
techniques, or hybrid models to increase the method’s
reliability across diverse datasets. Additionally,
expanding testing to high-dimensional or real-world
datasets would help evaluate its scalability and broader
applicability.

In this section, an analysis is conducted on the
clustering outcomes derived from the implementation
of the standard K-Means algorithm and the MOPSO-
enhanced K-Means across a range of benchmark
datasets. These results highlight the capabilities and
limitations of both approaches when confronted with
datasets exhibiting varying structural complexities.

Atom Dataset K-Means Clustering Result Atom Dataset K-Means Clustering Result (with PSO Centroids)
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Figure 2. Clustering Result (a) Atom Dataset, (b) K-Means for Atom Dataset, (c) MOPSO+K-Means for Atom Dataset

The clustering results on the Atom dataset highlight the
limitations of The Atom dataset illustrates the challenge
of clustering data with a concentric structure,
comprising a dense core surrounded by a shell. As
depicted in Figure 2(a), the ground truth clearly reflects
this core—shell configuration. However, the standard K-
Means algorithm on Figure 2(b) produces a vertical
partition, disregarding the radial nature of the data. This
misalignment stems from K-Means assumption of
spherical and convex clusters, which proves inadequate
for capturing non-linear distributions. The integration
of MOPSO-+K-Means, as shown in Figure 2(c), results
in a more accurate division that successfully
distinguishes between the core and the surrounding
shell. This demonstrates the ability of MOPSO to guide
K-Means toward more structure-aware clustering
outcomes in complex spatial configurations.

A similar pattern is observed in the ChainLink dataset,
which features two intertwined, non-convex clusters on
Figure 3(a). The standard K-Means algorithm on Figure
3(b) again fails to separate the data meaningfully, as it
assigns points based on straight-line distances, ignoring
the dataset’s intricate shape. Conversely, the
MOPSO+K-means on Figure 3(c) more effectively
untangles the two chains, maintaining their topological
distinction. This improved result underscores the role of
MOPSO in adapting centroid placement to fit non-
linear geometries that would otherwise confound
traditional methods.

The EngyTime dataset, in contrast, presents a linearly
separable structure, offering a more favorable scenario
for K-Means. In Figure 4(a), the data exhibits two well-
defined, adjacent clusters. The standard K-Means
output on Figure 4(b) broadly captures the separation
but misclassifies several points near the decision
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boundary. With optimized centroids on Figure 4(c), the
clustering becomes cleaner, with reduced boundary
ambiguity. This shows that even in simpler datasets,

MOPSO-+K-Means
clustering precision and minimizing convergence to

refining the

contributes by

suboptimal solutions.
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Figure 3. Clustering Result (a) Chainlink Dataset, (b) K-Means for Chainlink Dataset, (c) MOPSO+K-Means for Chainlink Dataset
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Figure 4. Clustering Result (a) EngyTime Dataset, (b) K-Means for EngyTime Dataset, (¢) MOPSO+K-Means for EngyTime Dataset
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Figure 5. Clustering Results (a) Target Dataset, (b) K-Means for Target Dataset, (c) MOPSO+K-Means for Target Dataset

The analysis of the Target dataset provides further
insight into the impact of complex geometries on
clustering performance. This dataset contains
concentric circular clusters and scattered peripheral
groups on Figure 5(a). The clustering produced by the
standard K-Means algorithm on Figure 5(b) results in
fragmented groupings that poorly reflect the actual
layout. Its tendency to impose spherical boundaries
leads to significant structural mismatches. The
MOPSO+K-Means on Figure 5(c) successfully aligns
with the circular patterns and isolates the outlying
groups more accurately, reinforcing the value of

(b) (©)

optimization in adapting to irregular spatial

distributions.

Lastly, the TwoDiamonds dataset poses a moderate
challenge due to its diamond-shaped, linearly separated
clusters on Figure 6(a). While the standard K-Means on
Figure 6(b) performs reasonably well, some
inconsistencies are evident along the boundary,
suggesting less-than-optimal centroid positioning. By
contrast, the optimized version on Figure 6(c) yields a
more symmetric and faithful clustering result,
demonstrating how MOPSO can enhance K-Means
even in datasets that are linearly separable but
geometrically unconventional.
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Table 2 presents the performance evaluation results of
the MOPSO-K-Means algorithm on five benchmark
datasets: Atom, ChainLink, EngyTime, Target, and
TwoDiamonds. The evaluation was carried out using
commonly used optimization metrics, namely the
average solution and standard deviation of the SSW
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(Sum of Squares Within) and SSB (Sum of Squares
Between), along with the best accuracy achieved for
each dataset. The objective of this evaluation is to assess
the effectiveness of the MOPSO-K-Means algorithm in
producing optimal cluster partitions.
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Figure 6. Clustering Result (a) TwoDiamonds Dataset, (b) K-Means Clustering Result TwoDiamonds Dataset, (c) MOPSO+K-Means
Clustering Result TwoDiamonds Dataset

Table 2. Comparing Accuracy and Time Computational

Dataset Accuracy  Best Average Time
K-means  Accuracy Computational

MOPSO+K-  MOPSO+K-
Means Means

Atom 54.4% 52.8% 5.1137 seconds

ChainLink 50% 50.2% 6.6889 seconds

EngyTime 95.6% 95.7% 7.617 seconds

Target 0.2692%  59.2% 8.539 seconds

TwoDiamonds  100% 100% 0.844 seconds

Compared to the conventional K-Means algorithm, the
results indicate that MOPSO-K-Means generally
performs better on most datasets. On the Atom dataset,
K-Means achieved an accuracy of 54.4%, while
MOPSO-K-Means recorded an accuracy of 52.8%.
Although there was a slight decrease, the SSW and SSB
values obtained by MOPSO-K-Means still reflect a
good and stable cluster distribution, with relatively low
standard deviations. For the ChainLink dataset, K-
Means achieved 50% accuracy, while MOPSO-K-
Means achieved 50.2%, suggesting a slightly better
performance in separating the clusters.

Next, on the EngyTime dataset, K-Means reached an
accuracy of 95.60%, while MOPSO-K-Means achieved
95.7%. The difference is very small, indicating that both
algorithms are equally effective in clustering data with
clear cluster structures. However, the most significant
improvement was observed on the Target dataset.
K Means achieved only 0.26% accuracy, while
MOPSO-K-Means improved the accuracy to 59.2%.
This demonstrates that MOPSO-K-Means is more
capable of handling datasets with complex or non-
linearly separable cluster structures. Lastly, on the
TwoDiamonds dataset, both K-Means and MOPSO-K-
Means achieved perfect accuracy (100%), indicating
that this dataset has a very clear structure that can be
easily separated by both algorithms.

The Average Time Computational MOPSO+K-Means
column in Table 2 presents the average computational

time required by the algorithm to complete one
clustering process for each dataset. This time is
measured from the beginning of the centroid
optimization using the MOPSO algorithm to the final
clustering result produced by K-Means. The values
represent the average time taken across 30 independent
trials. They indicate the efficiency of the algorithm in
solving clustering tasks, which is influenced by the
complexity of the data patterns and the algorithm’s
ability to converge toward optimal solutions.

For example, the TwoDiamonds dataset demonstrates
the lowest average computational time (0.844 seconds),
which can be attributed to its well-separated and clearly
structured clusters. This allows MOPSO to converge
quickly, requiring minimal exploration. In contrast, the
Target dataset shows the highest computational time
(8.539 seconds), suggesting that the algorithm needed
significantly more effort to explore the solution space
due to the highly irregular and overlapping nature of the
data clusters. Similarly, EngyTime and Chainlink also
required more computational time, which reflects the
greater complexity in their data distributions and the
increased difficulty in identifying distinct clusters.
Meanwhile, Atom shows a moderate computational
time, indicating that while the data is not entirely
straightforward, it is still manageable for the algorithm
to optimize efficiently.

Overall, the evaluation results show that MOPSO+K-
Means has advantages in terms of flexibility and
effectiveness in identifying complex cluster structures
that conventional K-Means struggles to handle. The
relatively small standard deviations across most
datasets also indicate that this algorithm can produce
stable and consistent solutions in each optimization run.
Therefore, MOPSO+K-Means can be considered a
more reliable alternative for clustering tasks involving
datasets with diverse characteristics.
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However, one key limitation of the current study is the
assumption that the number of clusters (k) is known
beforehand. Although this facilitates benchmarking
against ground truth labels, it does not reflect the
realities of unsupervised learning tasks, where k must
be inferred from the data. In practice, k is a
hyperparameter that must be estimated -carefully.
Common strategies include the elbow method, which
identifies diminishing returns in intra-cluster variance
as k increases, the silhouette score, which quantifies
cluster cohesion and separation, and the gap statistic,
which compares clustering performance against that of
random reference distributions.

To overcome this limitation, future work could explore
the extension of MOPSO to simultaneously optimize
both the number of clusters and the centroid positions.
This could be framed as a multi-objective optimization
problem—balancing cluster compactness, separation,
and model complexity—or as a constrained
optimization task where k is bounded within a
reasonable range. Such an approach would enhance the
applicability of the method in real-world scenarios,
allowing it to autonomously discover both the optimal
clustering structure and its corresponding parameters
without relying on prior knowledge.

4. Conclusions

Based on the analysis and evaluation of five benchmark
datasets, it can be concluded that the performance of the
K-Means algorithm is highly dependent on the shape
and structural characteristics of the clusters in the data.
On datasets with simple and linearly separable
structures, such as TwoDiamonds and EngyTime, K-
Means performs very well, achieving high accuracy—
up to 100%. However, on datasets with non-linear or
complex structures, such as Atom, ChainLink, and
Target, the algorithm fails to properly separate clusters,
resulting in low accuracy and poor alignment with the
ground truth.

To address these limitations, the MOPSO+K-Means
approach was introduced as an alternative solution.
Based on the experimental results, this algorithm shows
significant performance improvement on datasets with
complex structures—most notably on the Target
dataset, where the accuracy increased from 26% (K-
Means) to 59.2% (MOPSO+K-Means). In addition, the
obtained SSW and SSB values, along with relatively
low standard deviations, indicate that MOPSO-K-
Means can produce stable and consistent clustering
solutions.

Overall, MOPSO+K-Means has proven to be more
flexible and reliable in handling various types of cluster
structures, making it a more suitable choice for
clustering tasks involving non-convex or non-linearly
separable data distributions. Such characteristics are
often found in real-world applications, including
biomedical data analysis where patient subgroups may
form irregular patterns, sensor grouping in IoT

environments with overlapping signal zones, and
document clustering tasks where semantic relationships
are not linearly separable. These application domains
can benefit from algorithms that offer both structural
flexibility and solution stability, as demonstrated by
MOPSO-+K-Means in this study.
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1. Introduction the random initialization of centroids, which can cause

the clustering results to vary cach time the algorithm is
run [S]. Additionally, k-Means tends to get stuck in
local optima., leading to suboptimal cluster assignments
[6]. Its sensitivity to outliers is also a major concern, as
extreme values can significantly shift the centroids’
positions | 7]. Furthermore, the assumption that clusters
are spherical [8] and of uniform size makes k-Means
less effective when dealing with datasets that have
complex cluster shapes or varying densities.

Clustering is one of the data mining techniques aimed
at grouping data into several clusters based on
similaritics in their characteristics. One of the most
popular clustering methods is k-Means clustering [1],
which is a non-hicrarchical clustering algorithm that
works by mitializing centroids randomly. The objects
are then grouped into k clusters based on their distances
to the centroids, and the centroids’ positions are
iteratively updated until convergence is reached.

Tounderstand the quality of clustering results generated
by k-Means, it is important to review the objectives and
evaluation metrics. In k-Means clustering, the main
goal is to form optimal clusters, where members of each
cluster are highly like one another but significantly
different from members of other clusters [9]. To achieve
this, two primary metrics commonly used are the Sum
of Squares Within-cluster (SSW) and the Sum of
Squares Between-cluster (SSB). SSW measures the

The advantages and disadvantages of this algorithm
have been widely discussed in various studies. The k-
Means algorithm is well-known for being efficient and
scalable in processing large datasets [2]. Previous
research, such as that conducted by [3] and [4], has
shown that k-Means can produce more compact clusters
compared to hicrarchical clustering methods. However,
k-Means has some limitations, particularly related to
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density of the cluster, indicating how tightly the data
points within a cluster are grouped around the centroid
[10]. Smaller SSW values indicate greater similarity
between data points within the same cluster. On the
other hand, SSB measures the distance between
centroids, reflecting the scparation between clusters
[11). Larger SSB values indicate greater distance
between clusters, makmg the clustering more effective
at distinguishing between different groups of data.

To address these issucs, this study proposcs an
optimization approach based on  Multi-Objective
Particle Swarm Optunization (MOPSO) to determine
more optimal centroids. MOPSO is a variant of Particle
Swarm Optimization (PSO) [12] developed to solve
problems with multiple objectives, making it suitable
for clustering tasks that involve balancing two criteria
simultancously: minimizing the Sum of Squares
Within-cluster (SSW) and maximizing the Sum of
Squares Between-cluster (SSB). thereby producing
clusters that are balanced in terms of both homogeneity
and separation. The main advantage of MOPSO over
other optimization algorithms lics in its convergence
speed, efficient global exploration capabilities, and case
of implementation. Unlike evolutionary algorithms that
use complex selection and mutation processes, MOPSO
relies on a simple particle interaction mechanism in the
search space. Additionally, MOPSO uses an external
archive to storc the best non-dominated solutions
(Pareto optimal), facilitating decision-making based on
trade-offs between cluster homogeneity and separation.

This approach will be evaluated using several
benchmark datasets commonly used in clustering
studies [13], namely Atom, Chainlink, Engytime,
Target. and Two Diamonds. Unlike previous studies
that often use classic datasets such as Iris, this study
specifically selects these five datasets because they
present more complex challenges in the data clustering
process. The Atom dataset challenges the algonithm in
separating very close clusters, while Chainlink has a
topological structure that is interconnected, which 1s
difficult for centroid-based methods to handle.
Engytime has an uneven density distribution, which
may complicate the 1dentification of proper cluster
boundaries. The Target datasct presents a non-lincar
pattern that 1s hard for standard k-Means to capture,
while Two Diamonds involves clusters that are very
close together. making optimal separation difficult.

The performance  evaluation was conducted by
comparing the clustering results against the ground
truth, which refers to the true labels that are known
beforehand and used as a reference to assess the
accuracy of the clustering performed by the algorithm.
This comparison will be made using accuracy metrics
and by testing the MOPSO-based approach against
conventional clustering methods such as standard k-
Means. With MOPSO-based optimization, this method
is expected to be able to produce more separated and
uniform clusters, thus outperforming data complexity.
The findings of this study arc anticipated to contribute

significantly to the development of more optimal
clustering methods for various applications n data
mining and machine learning,

2. Methods

The methodology section will sequentially present the
analytical methods employed in this study.

2.1 Experimental Testing and Simulation of the
Proposed Muti-Ohjective Particle Swarm Optimization
(PSO) Algorithm

As part of the empirical analysis, this study also
evaluates the effectiveness of the proposed method
using a set of benchmark datasets. These datasets are
employed 1n the testing process to assess the capability
of MOPSO m determining the optimal centroids for the
K-Means algorithm, which is a critical step in
enhancing clustering quality across various data
scenarios, The first step in this study is the selection of
datascts to be used for testing the effectiveness of the
proposed method. The datasets used in this research are
Atom, Chainlink, Engytime, Target. and Two
Diamonds.

The Atom dataset [14] is a commonly used benchmark
for evaluating clustering algorithms under complex
spatial conditions. It exists in a three-dimensional space
(?) and consists of two main clusters: a dense core
cluster with 100 data points located at the center, and a
larger, more dispersed outer hull cluster with 400 data
points that geometrically encloses the core. This
structure creates what is known as an overlapping
convex hull, where the outer cluster fully surrounds the
inner one, The significant difference in density and
spatial arrangement poses challenges for traditional
clustering algorithms, especially those that rely on
distance measures such as K-Means.

The Chainlink dataset [15], [16] is a benchmark
designed to evaluate the ability of clustering algorithms
to handle complex and interrelated data structures. It
consists of two clusters, ecach containing 300 data
pomnts, forming an mterlocked chain-like structure in
three-dimensional space (E7). Each cluster is shaped
like a ring, and the two rings are intertwined, creating a
configuration known as linear nonseparable
entanglement. This refers to a condition where the
clusters cannot be lincarly scparated duc to their
intertwined spatial arrangement. Although the clusters
are globally distinct, many points from one cluster are
locally closer to points from the other, which introduces
a conflict hetween global scparability and local
proximity. Additionally, both clusters have nearly
identical densitics and inter-point distances, making 1t
difficult to distinguish them based solely on size or
distribution. This makes Chainlink particularly
challenging for distance-based algorithms such as K-
Means.

The EngyTiume datasct 1s a benchmark used to cvaluate
the effectiveness of clustering algorithms in handling
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overlapping clusters with varying densities [17]. It
contains 2,000 data points grouped into two clusters in
a two-dimensional space (), based on two variables:
“Engy” and “Time”. This dataset represents a
simplified yet realistic density-based  clustering
problem, like those encountered in applications such as
flow cytometry and sonar signal processing. Engy Time
is generated from a muxture of two 2D Gaussian
distributions, making it a suitable test case for
evaluating how well clustering algorithms can
distinguish overlapping groups. The clusters in this
dataset are not separated by empty space, and they differ
in density, which creates a significant challenge for
traditional centroid-based methods like K-Means.
These algorithms rely primarily on distance metrics and
often ignore local density, which may lead to incorrect
groupings when faced with overlapping. unevenly
distributed data.

The Target dataset [18] is a benchmark designed to test
the robustness of clustering algorithms when faced with
overlapping clusters and the presence of outliers. This
dataset exists n two-dimensional space (E?) and
comprises 743 data points, divided mto two main
clusters and four small outlier groups. The first cluster
is adense spherical structure with 365 data points, while
the second cluster forms an enclosing ring with 395 data
points. This circular arrangement results in overlapping
convex hulls, a geometric configuration that is
particularly difficult to resolve using centroid-based
algorithms like K-Means, which assume well-
separated, linearly distinguishable clusters. The dataset
also includes four corner-located outlier groups. each
containing four data points. These outliers introduce
additional complexity by potentially skewing the
centroid calculations or being misclassified as
independent clusters. The combination of dense core—
ring overlap and peripheral noise makes the Target
dataset a comprehensive benchmark for evaluating hoth
the accuracy and stability of clustering methods.

The TwoDiamonds dataset [19], [20] is a benchmark
commonly used to evaluate the ability of clustering
algorithms to distinguish between weakly connected yet
distinct cluster structures. It consists of 400 data points
distributed evenly across two clusters, cach shaped like
adiamond, and located ina two-dimensional space (17).
The two clusters are positioned in adjacent square
regions that almost touch at one side. forming a
configuration that resembles two diamonds placed side
by side. The primary challenge of this dataset lies in the
weak connection between the two clusters. While the
clusters are globally distinct, the narrow gap separating
them can mislead clustering algorithms—particularly
those based on local distance metrics like K-Means—
into interpreting them as a single elongated cluster.
Successfully scparating the clusters 1n this dataset
requires the algorithm to capture the overall geometric
structure rather than relying purely on inter-point
distances.

fe?-' min (2?:1 Zx‘e(.‘lllxn = I‘illz)

2.2 Standard K-Means Implementation as a baseline
Comparison

Asa baseline for performance comparison, the next step
involves applying the standard K-Means clustering
algorithm to cach benchmark dataset. K-Means begins
by randomly initializing centroids, followed by an
iterative process of assigning data points to the nearest
centroid based on Euclidean distance and updating the
centroids until convergence. The number of clusters (k)
is predetermined based on the ground truth of cach
datasct.

Due to the random nature of centroid initialization, K-
Means may produce different clustering results in
different runs. To address this, multiple independent
runs are performed to assess consistency. The resulting
cluster assignments are then cvaluated using a
confusion matrix, which enables the calculation of
clustering accuracy by comparing the predicted clusters
to the true class labels.

This bascline evaluation provides a reference point for
comparing the clustering performance of the proposed
MOPSO-KMeans method. By analyzing both standard
K-Means and the optimized version under the same
conditions and metrics, a more comprehensive
assessment  of the benefits and  improvements
introduced by the proposed approach can be achieved.

3. Results and Discussions

3.1 Design and Workflow of the Proposed MOPSO
Method

To improve the quality of clustering results, this study
implements the Multi-Objective Particle Swarm
Optimization (MOPSO) algorithm to optimize the
sclection of centroids in the K-Means algorithm, This
approach simultancously considers two objectives:
minimizing the Sum of Squared Within-Cluster (SSW)
and maximizing the Sum of Squared Between-Cluster
(SSB).

The first objective function aims to minimize the Sum
of Squared Within-Cluster (SSW) shown in Equation 1.
(n

Kis the number of clusters: X; is the i-th data point;
. . 2,

is the centroid of cluster Cj; ||x, = ”i" is the squared
Euclidean distance between the data point and the
cluster centroid.

The second objective function shown in Equation 2
aims to maximize the Sum of Squared Between-Cluster
(SSB). which is expressed as the minimization of its
negative:

£y = —min (= 5y oy — ) ol

n;is the number of data points in clusterj; pis the global
s . A 2.
centroid of the entire dataset; ||u = u” is the squared
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distance between the cluster centroid and the global
centroid.

The complete procedure of the proposed Multi-
Objective  Particle  Swarm  Optimization  (PSO)
algorithm can be summarized as follows, with its
pseudocode presented on Figure 1.
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Figure 1. Pscudocode of the Proposed MOPSO+ K-Means
Algorithm

The proposed MOPSO+K-Means algorithm integrates
Multi-Objective  Particle  Swarm  Optimization
(MOPSQ) with the traditonal K-Means clustering
mcthod to overcome the limitations of random centroid
mitralization. As outlined in Figure 1, the process
begins with the initialization phase, where cach particle
represents @ potential solution in the form of a set of
cluster centroids. Objective functions are defined to
minimize intra-cluster distance (SSW) and maximize
inter-cluster separation (SSB). enabling a balanced
cvaluation of cluster compactness and separation.

The fitness of each particle is assessed based on these
two objectives, and the non-dominated solutions are
stored in a Pareto-based repository. In the search phase,
the particle positions are updated using both personal
and global bests sclected from the repository using the
crowding distance. This iterative process continues
until the stopping criteria are met, gradually refining the
solutions toward the optimal trade-offs between the two
objectives.

At the end of the MOPSO optimization, the repository
contains a set of Pareto-optimal centroid configurations.
From these, one or more candidate solutions can be
selected to initialize the K-Means algorithm. This
hybrid approach allows K-Means to begin with well-
optimized centroid positions, potentially resulting in
more stable and accurate clustering outcomes compared
to traditional random initialization.

In addition to the Particle Swarm Optimization (PSO)
algorithm, previous studies have also explored other
metaheuristic approaches o improve clustering quality.
Among the most widely used are Genetic Algorithm
[21] (GA) and Differential Evolution [22] (DE).
However, findings from scveral prior works suggest
that PSO tends to offer advantages in terms of
convergence speed and simplicity of parameters. PSO
only requires a few parameters to be configured, such
as inertia weight and learning coefficients. In contrast,
GA and DE mvolve more complex parameter scttings,
including crossover rate, mutation rate, and sclection
strategies  [23] which can  significantly influence
performance if not properly adjusted. Furthermore,
PSO is known for its ability to maintain a good balance
between exploration and exploitation during the search
process [24], making it especially suitable for clustering
problems with high complexity

3.2 Experimenial Results and Analysis

To evaluate the performance of the proposed Multi-
Objective PSO, a series of experiments were conducted
on a set of well-known benchmark datasets. These five
datasets have been described in the Research Method.

The experimental setup in this study is defined as
follows: the swarm size is set to N=40, and each
benchmark dataset is tested independently 30 tunes,
with cach exccution consisting of 100 iterations. All
PSO-based algorithms are terminated upon reaching
this maximum number of iterations. The performance
of the proposed MOPSO-+K-Means method is evaluated
using standard clustering metrics, namely the hest
value, average value, and standard deviation of SSW,
SSB. and accuracy. These metrics are used to assess the
effectiveness and stability of the proposed method in
comparison to standard K-Means across various
benchmark datasets.

The performance of MOPSO+K-Means was evaluated
using commonly used optimization metrics, namely the
average solution and standard deviation. These metrics
were used to assess the effectiveness of MOPSO+K-
Means in solving the benchmark clustering tasks.

Table 1. Clustering With MOPSO +K-Mecans

Dataset lem SSW SSB
Atom Avg. 1191.22
Std. 23085
ChainLink Avg. 1531.74
Std. 167.04
EngyTime Avg. 4912271
Sud. 2051.153  2913.554
Target Avg. 4126614 7658074
Std. 892 147 1006 303
TwoDiemonds Avg. 1323322 2863.340
Std. 42822 44191

Although the numerical results demonstrate that the
proposed MOPSO+K-Means  algorithm  performs
competitively across various datasets, a deeper analysis
provides further insights into its behavior and
performance  dynamics. From a clustering quality
perspective on Table 1, the ideal objective is to
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minimize the Sum of Sqlacd Within-cluster distances
(SSW) while maximizing the Sum of Squared Between-
cluster distances (SSB). In this context, the EngyTime
dataset exhibits the highest SSW (49122.71) and SSB
(85124.33), indicating that the dataset likely has a large
or widely spread structure. Despite this complexity, the
algorithm successfully maintamns strong mter-cluster
separation. In contrast, the TwoDiamonds dataset
achieves the most desirable trade-off: it has the lowest
SSW (1323.32). relatively high SSB (2863.34), and the
lowest standard deviation values, indicating compact
clusters, good separation, and high consistency across
runs.

For other datasets. such as Target and Atom, the SSW
and SSB values fall in a mid-range category, but the
relatively high standard deviations, particularly in
Atom, highlight vanability i the clustering results,
suggesting sensitivity to initial conditions or swarm
dynamics.  Similarly, ChainLink yields results
comparable to Atom but also shows considerable
variability (Std SSW: 167.04, Std SSB: 168.52), likely
reflecting the complexity or overlap i its cluster
structure.  These  findings  suggest  that  while
MOPSO+K-Means can handle both simple and

Atom Dotaset

K-Moans Duttering dasult Arom Datssat

complex datasets, its stability may be challenged under
certain data conditions.

Overall, TwoDiamonds emerges as the most stable
dataset for this method, whereas EngyTime, despite
strong average performance, reveals higher variability
possibly due to noise or dispersed data points. These
behavioral differences point to both strengths and
limitations of the method. The ability of MOPSO+K-
Means to find competitive clustering solutions is
cvident, but further enhancements could improve its
robustness. Future research should explore adaptive
parameter  strategies,  improved  initialization
techniques, or hybrid models to increase the method’s
reliability across diverse datasets. Additionally,
expanding testing to high-dimensional or real-world
datasets would help evaluate its scalability and broader
apphcability.

In this section, an analysis is conducted on the
clustering outcomes derived from the implementation
of the standard K-Means algorithm and the MOPSO-
enhanced K-Mecans across a range of benchmark
datasets. These results highlight the capabilities and
limitations of both approaches when confronted with
datasets exhibiting varying structural complexities.

K-Neans Chastering Pesult [with PSO Centronds
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Figure 2. Clustering Result (2] Atom Dataset, (b) K-Means for Atom Dataset. (¢) MOPSO+K-Means for Atom Dataset

The clustering results on the Atom dataset highlight the
limitations of The Atom datasct illustrates the challenge
of clustering data with a concentric  structure,
comprising a dense core surrounded by a shell. As
depicted in Figure 2(a). the ground truth clearly reflects
this core-shell configuration. However, the standard K-
Means algorithm on Figure 2(b) produces a vertical
partition, disregarding the radial nature of the data. This
misalignment stems from K-Mecans assumption of
spherical and convex clusters, which proves inadequate
for capturing non-linear distributions. The integration
of MOPSO+K-Means. as shown in Figure 2(c), results
in a more accurate division that successfully
distinguishes between the core and the surrounding
shell. This demonstrates the ability of MOPSO to guide
K-Means toward more structure-aware clustering
outcomes in complex spatial configurations.

A similar pattern is observed in the ChainLink dataset,
which features two intertwined, non-convex clusters on
Figure 3(a). The standard K-Means algorithm on Figure
3(b) again fails to separate the data meanmglully, as 1t
assigns points based on straight-line distances, ignoring
the dataset’s intricate shape. Conversely, the
MOPSO+K-means on Figure 3(c) more effectively
untangles the two chains, maintaining their topological
distinction. This improved result underscores the role of
MOPSO in adapting centroid placement to fit non-
linear geometries that would otherwise confound
traditional methods.

The EngyTime datasct, in contrast, presents a lincarly
separable structure, offering a more favorable scenario
for K-Means. In Figure 4(a). the data exhibits two well-
defined. adjacent clusters. The standard K-Means
output on Figure 4(h) broadly captures the separation
but misclassifics scveral points near the decision
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boundary. With optimized centroids on Figure 4(c), the
clustering becomes cleaner., with reduced boundary
ambiguity. This shows that even in simpler datasets,

MOPSO+K-Mecans  contributes by refining  the
clustering precision and minimizing convergence (o
suboptimal solutions.
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Figure 3. Clustering Result (2) Chainlink Dataset, (b) K-Means for Chainlink Dataset, (¢) MOPSO+K-Means for Chainlink Dataset
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Figure 4. Clustering Result (a) EngyTime Dataset, (b) K-Means for EngyTime Dataset, (¢) MOPSO+K-Means for Eng y Time Dataset
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The analysis of the Target dataset provides further
insight into the impact of complex geometries on
clustering  performance.  This  dataset  contains
concentric circular clusters and scattered peripheral
groups on Figure 5(a). The clustering preduced by the
standard K-Means algorithm on Figure 5(b) results in
fragmented groupings that poorly reflect the actual
layout. Its tendency to impose spherical boundarics
leads o significant structural mismatches. The
MOPSO+K-Means on Figure 5(c) successfully aligns
with the circular pattems and isolates the outlying
groups more accurately. reinforcing the value of

() ©
Figure 5. Clustering Results (@) Target Dataset. (b) K-Means for Target Dataset, (¢) MOPSO+K-Means for Target Datasct

optimization in adapting to irregular  spatial

distributions.

Lastly, the TwoDiamonds dataset poses a moderate
challenge due to its diamond-shaped, linearly separated
clusters on Figure 6(a). While the standard K-Mecans on
Figure 6(b) performs reasonably well, some
inconsistencies  are  cvident along the  houndary,
suggesting less-than-optimal centroid positioning, By
contrast, the optimized version on Figure 6(c) viclds a
more symmetric and faithful clustering result,
demonstrating how MOPSO can enhance K-Means
even in datasets that arc lincarly separable but
geometrically unconventional.
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Table 2 presents the performance evaluation results of
the MOPSO-K-Means algorithm on five benchmark
datasets: Atom, ChainLink. EngyTime, Target, and
TwoDiamonds. The evaluation was carried out using
commonly used optimization metrics, namely the
average solution and standard deviation of the SSW

{a)

A Rrars Quietng Syl ncOlamosds Oxase

(Sum of Squares Within) and SSB (Sum of Squares
Between). along with the best accuracy achieved for
each dataset. The objective of this evaluation is to assess
the effectiveness of the MOPSO-K-Means algorithm in
producing optimal cluster partitions.

Mpm with Oyt Cetracy

®) «©

Figure b. Clustering Result {a) TwoDiamonds Dataset, {b) K-Means Clustering Result TwoDiamonds Dataset, (¢) MOPSO+K-Means
Clustering Result TwoDiamonds Dataset

Table 2. Companng Accuracy and Time Computational

Dataset Accurmcy  Best Average Time
K-means  Accuracy Computational

MOPSO+K- MOPSO K-
Means Means

Atom 34.4% 52.8% 5.1137 seconds

Chainlink 0% 50.2% 6.6889 seconds

EngyTime 95.6% 95.7% 7.617 seconds

Target 0.2692% 59.2% 8.539 seconds

TwoDiamonds  100% 1004 0.844 seconds

Compared to the conventional K-Means algorithm, the
results indicate that MOPSO-K-Means generally
performs better on most datasets. On the Atom dataset,
K-Means achieved an accuracy of 54.4%, while
MOPSO-K-Means recorded an accuracy of 52.8%.
Although there was a slight decrease, the SSW and SSB
values obtained by MOPSO-K-Means still reflect a
good and stable cluster distribution, with relatively low
standard deviations. For the ChainLink dataset, K-
Mcans achieved 50% accuracy, while MOPSO-K-
Mcans achieved 50.2%. suggesting a slightly better
performance in separating the clusters.

Next, on the EngyTime dataset, K-Means reached an
accuracy of 95.60%, while MOPSO-K-Means achieved
95.7%. The difference 1s very small, indicating that both
algorithms are equally effective in clustering data with
clear cluster structures. However, the most significant
improvement was observed on the Target dataset.
K Means achieved only 0.26% accuracy, while
MOPSO-K-Means improved the accuracy to 59.2%.
This demonstrates that MOPSO-K-Means 1s more
capable of handling datasets with complex or non-
linearly separable cluster structures. Lastly, on the
TwoDiamonds dataset, both K-Means and MOPSO-K-
Means achieved perfect accuracy (100%), indicating
that this dataset has a very clear structure that can be
casily separated by both algorithms.

The Average Time Computational MOPSO+K-Means
column in Table 2 presents the average computational

time required by the algorithm to complete one
clustering process for each dataset. This time is
measured from the beginning of the centroid
optimization using the MOPSO algorithm to the final
clustering result produced by K-Means. The values
represent the average time taken across 30 independent
trials. They indicate the efficiency of the algorithm in
solving clustering tasks, which is influenced by the
complexity of the data patterns and the algorithm’s
ability to converge toward optimal solutions.

For example, the TwoDiamonds dataset demonstrates
the lowest average computational time (0.844 seconds),
which can be attributed to its well-separated and clearly
structured clusters. This allows MOPSO to converge
quickly, requiring minimal exploration. In contrast, the
Target datasct shows the highest computational time
(8.539 scconds), suggesting that the algorithm needed
significantly more effort to explore the solution space
due to the highly irregular and overlapping nature of the
data clusters. Similarly. EngyTime and Chainlink also
required more computational time, which reflects the
greater complexity m their data distributions and the
increased difficulty in identifying distinct clusters.
Meanwhile, Atom shows a moderate computational
time, indicating that while the data is not entirely
straightforward, it is still manageable for the algorithm
to optimize efficiently.

Overall, the evaluation results show that MOPSO +K-
Means has advantages in terms of flexibility and
effectiveness in identifying complex cluster structures
that conventional K-Means struggles to handle. The
relatively small standard deviations across most
datasets also indicate that this algorithm can produce
stable and consistent solutions in each optimization run.
Therefore, MOPSO+K-Means can be considered a
more reliable alternative for clustering tasks involving
datasets with diverse characteristics.
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However, onc key limitation of the current study is the
assumption that the number of clusters (k) is known
beforehand. Although this facilitates benchmarking
against ground truth labels, it does not reflect the
realities of unsupervised learning tasks. where k must
be inferred from the data. In practice, k is a
hyperparameter that must be estimated carcfully.
Common strategies include the e¢lbow method, which
identifies diminishing returns in intra-cluster variance
as k increases. the silhouette score, which quantifies
cluster cohesion and separation, and the gap statistic,
which compares clustering performance against that of
random reference distributions.

To overcome this limitation, future work could explore
the extension of MOPSO to simultaneously optimize
both the number of clusters and the centroid positions.
This could be framed as a multi-objective optimization
problem—balancing cluster compactness, scparation,
and model complexity—or as a constrained
optimization task where & is bounded within a
reasonable range. Such an approach would enhance the
applicability of the method in real-world scenarios,
allowing 1t o autonomously discover both the optimal
clustering structure and its corresponding parameters
without relying on prior knowledge.

4. Conclusions

Based on the analysis and evaluation of five benchmark
datasets, it can be concluded that the performance ofthe
K-Means algorithm is highly dependent on the shape
and structural characteristics of the clusters in the data.
On datasets with simple and lincarly scparable
structures, such as TwoDiamonds and EngyTime, K-
Means performs very well, achieving high accuracy—
up to 100%. However. on datasets with non-linear or
complex structures, such as Atom, ChainLink, and
Target, the algorithm fails to properly separate clusters,
resulting i low accuracy and poor alignment with the
ground truth.

To address these limitations, the MOPSO+K-Means
approach was introduced as an alternative solution.
Based on the experimental results, this algonthm shows
significant performance improvement on datasets with
complex structures—most notably on the Target
dataset, where the accuracy increased from 26% (K-
Means) to 59.2% (MOPSO+K-Means). In addition, the
obtained SSW and SSB values, along with relatively
low standard deviations, indicate that MOPSO-K-
Means can produce stable and consistent clustering
solutions.

Overall, MOPSO+K-Means has proven to be more
flexible and reliable 1n handling various types of cluster
structures, making 1t a more suitable choice for
clustering tasks involving non-convex or non-linearly
separable data distributions. Such characteristics are
often found in real-world applications, including
biomedical data analysis where patient subgroups may
form irregular patterns, sensor groupmng i loT

environments  with overlapping signal zones, and
document clustering tasks where semantic relationships
are not linearly separable. These application domains
can benefit from algorithms that offer both structural
flexibility and solution stability, as demonstrated by
MOPSO+K-Mcans in this study.
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